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Executive Summary

This Executive Summary provides an overview of the CSENet 2000 Interface Guidance Document (IGD). The IGD is a comprehensive resource guide that States may refer to as they develop or refine their functionality and use the CSENet 2000 system to conduct interstate child support enforcement (CSE) business activities. These activities include, but are not limited to, locating noncustodial parents, establishing paternity and support obligations, and enforcing support orders and collection of support funds. 

The IGD provides information for a variety of professionals at the State level. While the primary audience is the IV-D agency technical staff, this document also contains useful information to assist State IV-D administrative and programmatic/policy staff in understanding the basic functionality of CSENet 2000. 

CSENet 2000 Overview

The Child Support Enforcement Network (CSENet) 2000 system is designed to receive, validate and transmit standardized child support case transactions among State child support enforcement (CSE) systems. The CSENet 2000 system is an integrated system comprising the OCSE Network and the CSENet 2000 Application Suite. The CSENet system electronically connects State CSE automated systems for the purpose of conducting interstate case business activities.

The OCSE Network

The OCSE Network uses frame-relay technology to connect the State CSE systems with a central server. Standardized transactions are retrieved daily by the OCSE server from a State and forwarded to another State’s CSE system. The network provides a reliable, scaleable, and secure mechanism for all 50 States, three territories (Virgin Islands, Puerto Rico, and Guam), and the District of Columbia. The primary processing site is located in Manassas, Virginia and a redundant disaster recovery site is located in Baltimore, Maryland.

The network also serves as a conduit for other interstate-related applications, such as the Defense Accounting and Finance Service (DFAS) Kids 1st application, the electronic Income-Withholding Order (e-IWO) application, the Intergovernmental Referral Guide (IRG), and the Query Interstate Cases for Kids (QUICK) application. 

· DFAS Kids 1st application allows States to send income-withholding orders to DFAS;

· e-IWO application transfers income-withholding orders (IWO) electronically to participating public and private employers, as well as to DFAS. 

· IRG provides States with updated State FIPS codes and addresses twice a month.

· QUICK application enables State workers to view case data in “real time”.

CSENet 2000 Application Suite

The CSENet 2000 Application Suite enables States to electronically transfer child support requests and information between State CSE systems via the OCSE Network. The application suite comprises custom-developed software and commercial off-the-shelf products (COTS) that fully support States in areas such as State system interface software, Exchange Agreements, testing tools, Intergovernmental Referral Guide, transaction validation, and management information reporting.

Integrating CSENet 2000 in a State CSE System

There are high-level system implementation tasks States should consider as they plan for the integration of the CSENet 2000 application with their CSE systems. After these considerations have been examined and the programming for the State CSE system is complete, States may take advantage of available testing tools and software verification processes.

Transaction Structure

The system uses standardized transactions to exchange case data. The transactions are composed of structured data blocks that contain standard data elements. All transactions undergo a validation process that enforces a set of rules or requirements. These requirements have been developed with the active participation and contribution of the States. 

Transaction Functional and Business Usage

The business activity of a transaction is determined by a combination of Function, Action, and Reason codes. The function of the CSENet 2000 transaction may be specified by one of seven predefined Function codes, such as Quick Locate (LO1), Case Information (CSI), Enforcement (ENF), Managing State Cases (MSC), Paternity (PAT), Establishment (EST), or Collection (COL). 

The standardized functional and business usage associated with building and processing CSENet 2000 transactions facilitates automated generation of CSENet transactions by States. Many States have developed an automated process for building outgoing transactions and processing received transactions using triggers linked to specific data elements with a State CSE system. States are encouraged to maximize automation to reduce caseworker intervention.

Management Reports

CSENet 2000 provides daily reports to States regarding interfaces and transactions and will provide ad hoc reports upon request.

Technical Support for States

Technical and functional support is provided to the States by specialized network, software and end-user support teams. 

The network team monitors, tests, and troubleshoots the network on an on-going basis to ensure sustained network connectivity between CSENet and the States. 

The software team monitors and manages the daily data exchange activities of the CSENet Application Suite, using various monitoring mechanisms to detect data transfer issues.

The end-user support (EUS) team provides technical and functional support to the States, e. g., enabling or disabling communications, coordinating State testing, and providing information/analysis. 

Appendices

The appendices provide information on data elements, business usage, error codes, resource tools, and examples to assist States in making full use of automated data exchange.

Document Purpose

This Interface Guidance Document (IGD) is intended to assist States with developing, maintaining, and fully utilizing the CSENet 2000 Application Suite to conduct child support enforcement business activities. Additionally, the IGD is a resource tool that States will find helpful with completing programming on the statewide system in order to meet State system certification requirements. 

This document will:

· Provide an overview of the OCSE Network and CSENet 2000 Application Suite;

· Explain the network architecture;

· Describe the CSENet 2000 Application Suite and State interfaces;

· Explain the transaction structure and provide technical guidance for sending and receiving data; 

· Provide functional guidance and automated triggers to improve data quality and make efficient use of information; and

· Incorporate numerous appendices that provide information on data elements, business usage, error codes, resource tools, and examples to assist States in making full use of automated data exchange. 

The IGD is available in the Library on the OCSE Web site at http://www.acf.hhs.gov/programs/cse/newhire/csenet/library/csenet2000/csenet2000.htm#tech_docs. 

The following descriptions provide a summary of the information contained in each section. 

Part 1.0, “OCSE Network and CSENet 2000 Application Suite Overview”, provides a brief overview of the network and the application suite. This section also highlights the laws impacting the CSE program and State CSE systems, the benefits of using electronic transfer for interstate case processing, and the support that CSENet provides to the Federal Parent Locator Service (FPLS) automated process. 

Part 2.0, “OCSE Network Architecture”, provides a description of the network architecture and its components, as well as compatibility with State CSE systems, testing, and security features.

Part 3.0, “CSENet 2000 Application Suite”, explains the software applications and services that work together to provide child support information and processing. This section also describes the software management techniques used by CSENet, State datasets, testing tools available to States, and the Intergovernmental Referral Guide (IRG) software. 

Part 4.0, “Integrating CSENet 2000 in a State CSE System”, describes high-level system implementation tasks to be considered by States. This section also identifies tools and resources that are available to States for testing their CSENet functionality.

Part 5.0, “Transaction Structure”, describes the overall structure and classification (transaction type) of a CSENet transaction. It also discusses the requirements necessary to communicate a valid transaction.

Part 6.0, “Transaction Functional and Business Usage”, provides a description of the functional and business usage associated with building and processing transactions. It also explains triggers and provides examples of how States can increase automation. 

Part 7.0, “Management Information Reports”, describes the reports sent to States daily, as well as reports that States may request on an ad hoc basis.

Part 8.0, “Technical Support for States”, describes the technical and functional support available to States.

The following descriptions provide a summary of the information contained in each appendix. 

Appendix A, “Data Dictionary”, describes the definitions and descriptions for the data fields contained in the Data Block Record Layout (Appendix C).

Appendix B, “Valid Transactions table”, contains a listing of the valid transactions that are used to communicate interstate case information from State to State using the CSENet 2000 Application Suite.

Appendix C, “Data Block Record Layout”, provides data layouts, field definitions, and requirements necessary for the establishment of CSENet 2000 functionality on State CSE systems. 

Appendix D, “Transactional Functional Matrix”, is a comprehensive document that contains descriptions of transaction business usage, required data, and data blocks identified as essential for conducting electronic interstate case processing.

Appendix E, “Transaction Error Codes”, lists all transaction error codes and messages produced by the CSENet 2000 Application Suite when processing or validating a transaction file from a State CSE system.

Appendix F, “IRG Record Layout”, displays the required data format for and the Intergovernmental Referral Guide (IRG) Federal Information Processing Standards (FIPS) records that are retrieved from the IRG server and sent to State CSE systems.

Appendix G, “State Profile”, summarizes key information required to establish a connection to the OCSE Network. CSENet technical representatives maintain the profile, recording changes and updates as provided by States.

Appendix H, “File Transfer FAQ”, provides Frequently Asked Questions (FAQs) received from States concerning successful interface and file transfer processes. It includes identification of relevant reports and resources, an explanation, and actions States may take to address a specific problem.

Appendix I, “Acronyms”, provides a list of common acronyms used in the child support enforcement community, as well those specific to the CSENet 2000 Application Suite and technical acronyms that apply to the OCSE Network.

Appendix J, “Glossary of Terms”, provides definitions of common terms used in the child support enforcement community, language specific to CSENet 2000, and technical definitions used in relation to the OCSE Network.

Appendix K, “Transaction Error Layout”, describes each field in the Transaction Error record created by the CSENet 2000 Application.

Appendix L, “Test Scenarios”, describes test scenarios designed for States’ use in testing their programming.

Appendix M, “State Interface Errors and Resolutions”, identifies network and dataset errors that may be reported to States and describes approaches for troubleshooting.

Document Revisions

Changes have been made in this version of the IGD to 
· Update OCSE Network changes in equipment and software;

· Incorporate updates based upon the activities and outcome of the Continuous Service Improvement (CSI) initiative to improve the business use of CSENet that included:

· Developing a core set of  CSENet transactions for use by States

· Linking CSENet transactions to business activities
· Recommending automation possibilities,

· Identifying transactions that support new or established interstate cases, and limited or administrative services requests, 

· Suggesting potential triggers to generate transactions.

· Correct erroneous information

· Add modifications made in Release 07-01;

· Update terminology, ensure consistency, and make minor corrections to content and formatting. 
The following summary of changes chart documents the sections of the IGD affected by the changes. For easy recognition, substantive changes appear in bold italic in the affected sections. 

Note: The issuance of this document does not require any new development efforts by State CSE resources.
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1. OCSE Network and CSENet 2000 Application Suite Overview

The Department of Health and Human Services (HHS) and the Administration for Children and Families (ACF) provide national leadership and direction in planning, managing, and coordinating the automated exchange of interstate case data between child support (IV-D) agencies across the nation. Interstate communications are achieved through two components:

· the Child Support Enforcement Network (CSENet) 2000 Application Suite, and 

· the Office of Child Support Enforcement (OCSE) Network.

The CSENet Application Suite facilitates and supports automated transmission of interstate child support information. State users electronically initiate and respond to child support enforcement (CSE) case activities in other States for:

· locating noncustodial parents (NCPs);

· establishing paternity and support obligations;

· enforcing support orders and collection of monies; and 

· gathering additional case information. 

This custom application suite has been designed to receive, validate, transmit, and store standardized transactions between State CSE systems. 

The OCSE Network electronically connects the user community. It comprises state-of-the-art technology that transports CSENet standardized data transactions, and other applications, between State systems. 

This section presents a brief overview of the network and the application suite, and also highlights the: 

· laws impacting the CSE program and State CSE systems; 

· benefits of using electronic transfer for interstate case processing; and,

· support that CSENet provides to the Federal Parent Locator Service (FPLS) automated process. 

Legislative Basis

Child support enforcement requires the coordination and cooperation of multiple organizations at the Federal, State, and local levels. Interstate case processing depends on multiple agencies in two or more jurisdictions coordinating activities necessary to locate a noncustodial parent (NCP), establish paternity and support orders, as well as enforce and collect support obligations. Additionally, these agencies must communicate detailed information about the case while remaining cognizant of other States’ various policies 
and procedures. 

Previously these administrative and jurisdictional complexities enabled parents to evade support obligations by moving to another State. However, laws were enacted that provide 
IV-D agencies a legal basis for pursuing NCPs across State boundaries and the opportunity to develop and standardize interstate case processing using automated communication systems.

The following laws played crucial roles in laying the legal foundation for effective interstate case processing:

· Social Security Act (SSA) of 1975;

· Family Support Act (FSA) of 1988;

· Personal Responsibility and Work Opportunity Reconciliation Act (PRWORA) 
of 1996; and 

· Uniform Interstate Family Support Act (UIFSA) of 1992 and 1998.

Moreover, they provided the impetus for the creation and development of automated State CSE systems and the CSENet Application Suite on the OCSE Network. The specific contribution of each law to the child support enforcement process is described in more detail in the following sections.

1.1.1 Social Security Act and Family Support Act

The CSE program was created in 1975 when Congress enacted Title IV-D of the Social Security Act (SSA) to establish and enforce support obligations owed by the NCP to his or her children. To further stimulate development of CSE programs, automation, and interstate case processing, Congress passed the Family Support Act (FSA) on October 13, 1988.

Among its provisions, the FSA mandated that States develop and implement automated statewide information management systems to enhance case handling and record keeping incident to the collection and paternity determination process. As States began developing and using their systems, the benefits of automation became readily apparent to the user community. Routine tasks that previously required human intervention could be done automatically; as a result more work could be accomplished in a shorter period of time.

The provisions of the FSA also addressed the escalating problem of defaults in support payments by NCPs living out of State. Interstate cases constitute an estimated 30% of a State’s child support caseload. To address these problematic and time-consuming cases, a need was identified to develop a communication vehicle to link IV-D agencies and diverse CSE systems across the nation. The purpose of the network was to facilitate the exchange of interstate case information. Thus the FSA’s mandates and requirements laid the groundwork for the development of the OCSE interstate telecommunication network and the CSENet Application Suite.

1.1.2 Personal Responsibility and Work Opportunity Reconciliation Act

The Personal Responsibility and Work Opportunity Reconciliation Act (PRWORA) was enacted on August 21, 1996. The ensuing changes strengthened the capability of the nation’s child support enforcement program by:

· requiring States to enact uniform interstate laws;

· providing for State and Federal registries of newly hired employees;

· streamlining paternity establishment procedures;

· establishing statewide support collection and distribution methods; and

· initiating tough new penalties, such as license revocation and asset seizure, when support obligations are not met.

Furthermore, both FSA and PRWORA required that States build on existing CSE automation efforts by implementing programmatic enhancements to strengthen child support enforcement and interstate case processing. To meet certification requirements established by OCSE, States were required to exchange interstate case information using the UIFSA-compliant version of the CSENet 2000 Application by October 1, 2000. Additional information on Federal certification can be found in Part 4.0, “Integrating CSENet 2000 in a State CSE System”. 

1.1.3 Uniform Interstate Family Support Act

For over four decades, the Uniform Reciprocal Enforcement Support Act (URESA) was the principal legislation that addressed the resolution of interstate child support cases. The provisions of URESA required that States enact legislation in order to reciprocate in the enforcement of support duties. However, State laws (and their subsequent interpretation), CSE policy, procedures, and forms varied greatly between States. Thus, interstate support enforcement was cumbersome and inefficient.

Child support enforcement officials across the nation recognized the extensive variation between State IV-D agencies’ interstate case processing. Consequently, members of the CSE community identified the need for increased standardization of interstate case data and processing. At the same time they also sought increased flexibility and an efficient means of communicating interstate child support enforcement information.

The Uniform Interstate Family Support Act (UIFSA), promulgated in 1992 and implemented by most States by January 1, 1998, addressed these issues. The provisions of UIFSA set forth uniform rules, procedures, and forms for interstate cases. Moreover, they provide a mechanism for establishing and enforcing support obligations when the obligor lives in one State and the obligee and child live in another. As part of the legislation, States may have received funding to modify their CSE systems to incorporate the CSENet Application Suite. 

1.2 OCSE Network and CSENet 2000 Application Background

Historically, exchanging child support case information with another State required manual completion of URESA forms and mailing the documents to the other State. In response to an ever-increasing interstate caseload, complex paperwork requirements, and landmark legislative acts (FSA and PRWORA), OCSE implemented CSENet in 1992.

The CSENet concept was originally envisioned as an end-to-end CSE information network linking automated CSE systems encompassing State and local CSE offices, court systems, local offices, central registries, and Federal agencies. When ACF developed CSENet’s overall design, there was the assumption that all States would eventually establish their own comprehensive, automated child-support system, corresponding with the State certification requirements set forth by ACF.

Within this model, there were four general design features that the CSENet system should perform:

1.
Process routine transactions between the States corresponding with the standard automated functions performed in each State.

2.
Process transactions using a standardized software application available to each State. 

3.
Establish a national transaction server to route transactions between States.

4.
Use a standardized communications network to perform all communication functions.

Once State CSE systems were integrated with CSENet, the flow of case information among the States would be automatic, thus providing easy and efficient communication of case information.

Between 1992 and 1998, the CSENet system components, hardware, network, and commercial off-the-shelf (COTS) software remained relatively unchanged. In the early part of 1999, design of OCSE’s new frame-relay network was initiated. By September 15, 1999, enhancements to custom application software (e.g., upgrading URESA Version 2 to UIFSA Version 3 and inclusion of the Valid Transactions Table that standardized usage of transactions on the network) were implemented. (See Appendix B for the Valid Transactions Table.)

1.3 Overview of the OCSE Network: Architecture and Application Suite

The OCSE Network uses state-of-the-art hardware, software, and communication components that offer increased performance and flexibility to States. The CSENet Application Suite, which resides on the network, facilitates and supports States’ automation and transmission of interstate child support information.

1.3.1 Network Architecture

Child support information is communicated over a frame-relay network using standardized transactions that are contained in a file on the State’s CSE system. The file is picked up daily by the OCSE server and forwarded to another State’s CSE system. The network is designed to provide availability, reliability, and security for all 50 States, three territories (Virgin Islands, Puerto Rico, and Guam), and the District of Columbia. Essentially, the network design: 

· provides availability to all CSE jurisdictions;

· supplies continuous, uninterruptible communications between jurisdictions;

· accommodates additional applications to meet States’ future business needs; and

· incorporates stringent security measures to transport child support agencies’ 
sensitive data.

Figure 1-1 illustrates key components of the OCSE Network.

Figure 1‑1: OCSE Network Components
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Manassas, Virginia is the primary processing site for all applications that reside on the network. Baltimore, Maryland is the disaster recovery or backup site for the network. If the Manassas site is temporarily unavailable, the Baltimore server assumes operational responsibility and provides continuous communications between States for interstate case processing. A detailed description of the network is presented in Part 2.0, “OCSE Network Architecture”.

1.3.2 CSENet 2000 Application Suite

The CSENet 2000 Application Suite enables the user community to electronically transfer child support information between State CSE systems via the OCSE Network. Data exchange is accomplished through use of standardized transactions that provide a common basis for processing interstate case activities. Figure 1-2 illustrates the transaction exchange process.

Figure 1‑2: Transaction Exchange Process via the OCSE Network
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The CSENet Application Suite comprises custom-developed software and COTS products. It was specifically tailored to provide the CSENet user community with a number of capabilities for processing child support data, communicating with State systems, and improving data reliability. The software providing these capabilities is illustrated in Figure 1-3. 

Figure 1‑3: The CSENet 2000 Application Suite
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The application suite provides the following capabilities for the CSE user community.

· State Interface Application ( enables the application suite to interface with State CSE systems.

· Exchange Agreement Software ( provides States the ability to select specific Function codes and States with which to exchange case information.

· State Testing Tools ( provides States the opportunity to test programming.

· Intergovernmental Referral Guide (IRG) Software ( provides States semi-monthly updates to State FIPS codes and addresses from the IRG Web site. 

· Transaction Management Application ( validates States’ transactions and provides Validation and Error Reports to users. 

Management Information (M/I) Reports ( provides data primarily for ad hoc reporting. 

· Disaster Recovery Software ( provides a backup to the operational production system during critical system outages.

For further information, refer to Part 3.0, “CSENet 2000 Application Suite”, for an in-depth description of the transaction exchange process and the capabilities identified above.

1.3.3 Benefits of Using the OCSE Network and the CSENet 2000 Application Suite

The objective of the network and application suite is to enhance States’ ability to manage and process interstate child support cases by providing a cost-effective and efficient communication network that is flexible, yet powerful enough to accommodate changes in functions, service, and State caseloads. 

The OCSE Network uses current technology and provides the following features/benefits to the States:

· Adaptability ( adapts to users’ changing traffic patterns, additional business requirements, new business practices, and other changes. 

· Affordability ( decreases cost when compared to previous networks.

· Availability ( provides the user community with exceptional uptime because of the disaster recovery site.

· Scalability ( expands as States’ business needs increase. 

· Security ( ensures that OCSE and States have the ability to conduct business without interference from intruders inappropriately accessing or damaging equipment, sensitive data, or operations.

· Usability ( accommodates an interface for any State configuration. States need to supply a minimal amount of information (e.g., IP address, userid, password and dataset name) in order to exchange interstate case information.

The CSENet 2000 suite’s greatest assets lie in its inherent improvement of interstate case processing in that it:

· standardizes transactions;

· reduces interstate case-processing time;

· improves the quality of case information sent to another State by providing data integrity checks to ensure that the information transmitted is complete;

· allows States to obtain case, participant, and order information based on matches received from the Federal Case Registry (FCR); and,

· increases interstate collections.

The application significantly simplifies and standardizes interstate child support enforcement processing and provides a network capable of supporting States’ current and future telecommunications needs.

1.4 Relationship between the CSENet 2000 Application Suite and the Federal Parent Locator Service

The Federal Parent Locator Service (FPLS) is a national automated system that provides tools and services that facilitate resolution of some of the problems caused by interstate movement of custodial parties (CPs) and noncustodial parents (NCPs). By identifying information on persons involved in interstate CSE cases, the FPLS tools and services increases States’ ability to establish paternity, establish or modify support obligations, and enforce support orders. This section briefly describes the FPLS and the support that CSENet provides to OCSE’s automated systems. 

Figure 1-4 depicts the relationship between the FPLS components, the OCSE Network, and the CSENet 2000 Application Suite.

Figure 1‑4: The FPLS and the OCSE Network/CSENet 2000 Application Suite
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The FPLS consists of the following major components:

1.
The Federal Case Registry (FCR) is a national registry for IV-D cases and 
Non-IV-D orders (those established or modified on or after October 1, 1998) that contain data critical for effective child support enforcement. The FCR retains information provided by the State Case Registries (SCRs). 

2.
The National Directory of New Hires (NDNH) is used to proactively provide a State with employment information from State and Federal agencies, and Unemployment Insurance (UI) information for an individual who is involved in a IV-D case.

3.
The Federal Parent Locator Service (FPLS) is a search mechanism that facilitates discerning the location of individuals by interfacing with selected Federal agencies.

The FCR provides States with an informational snapshot of data residing on the FCR regarding specific participants, cases, orders, employment information (only for participants in IV-D cases) and other States that are interested in the same participants, cases, or orders. To realize the benefits of FCR data, States should use CSENet for additional communication that pertains to the FCR case or locate data. The CSENet Case Status Information (CSI) transaction allows States to automate communication following the receipt of FCR data. The CSI transaction is described in greater detail in Part 6.0, “Transaction Functional and Business Usage”. Based on the FCR information received, States can use the network to take immediate interstate action or to follow-up with other States. This allows a full exchange of information on specific cases to determine the next case processing activity. 

2. OCSE Network Architecture

The Office of Child Support Enforcement (OCSE) Network was designed in 1992 to support communications between remote child support enforcement (CSE) computer systems in 54 locations, including all 50 States, three territories (Virgin Islands, Puerto Rico, and Guam), and the District of Columbia. 

In 1998, faced with aging and non-Y2K compliant components, OCSE management decided to completely redesign the network using current technology. The new OCSE Network was designed to provide availability, reliability, redundancy, scalability, and security. The design of the network replaced the old equipment with routers, uninterruptible power supplies (UPS), and modems, which greatly increased the reliability of the network. The wide area network (WAN) now uses frame-relay technology, and the local area network (LAN) at the sites located in Manassas, VA and Baltimore, MD now uses Fast Ethernet (100Mbps) and Gigibit Ethernet (1000 Mbps) technology. The Transmission Control Protocol/Internet Protocol (TCP/IP) suite is used on the network.

Since this network transports sensitive data, many security features have been incorporated to limit system access. The primary goal of the security features is to protect the Data Exchange Process (DEP). The DEP consists of any resource that allows data to be exchanged between CSE computer systems. Network security and access to the network are discussed in greater detail in Section 2.4.

2.1 Description of the OCSE Network Architecture 

The OCSE frame-relay network topology is a hub-and-spoke design, normally referred to as a star topology. This means that there are many outlying sites (remote locations) connected to a central site. The central site is referred to as the hub and the remote locations as spokes, similar to the wheel on a covered wagon. In the case of the OCSE Network there are two hubs, which make the design a dual-star topology. This topology allows connectivity between the two hubs and each remote location, as well as a direct communication path with each other. The hub sites provide a central location for both communications and data processing. 

Manassas is the primary hub site and Baltimore is the alternate, or disaster recovery site. The Manassas site, which contains the primary server, runs all of the applications on the OCSE Network. In the event Manassas cannot provide normal data processing services, the Baltimore site automatically performs those actions. 

2.1.1 Primary Method of Communications 

The primary method of communications between sites is frame-relay services procured under an approved customer contracting vehicle for telecommunication services. There are essentially 54 dissimilar networks connected to the OCSE Network with routers. These routers must have the mechanisms to get data efficiently through the network. Routing protocols provide this service, dynamically selecting the best path for data traversing a network. The Open Shortest Path First (OSPF) routing protocol is used on the OCSE Network. This protocol is ideal for stable networks, such as the OCSE Network. 

As illustrated in Figure 2‑1, each remote location has two communications paths, one to the Manassas hub and the other to the Baltimore hub. The exceptions are Guam and the Virgin Islands, which use analog circuits for their primary communications. The hub sites are connected to all remote locations by frame-relay permanent virtual circuits (PVCs), which are contained within the frame-relay circuit. They are also connected to each other by a frame-relay PVC. The use of redundant data links employed by the OCSE architecture improves the overall network reliability by eliminating a single-link point of failure for communications between the States and the hub sites. 

Figure 2‑1: OCSE’s Primary Method of Communications
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2.1.2 Alternate Method of Communications 

The OCSE Network has an alternate method of communications between the remote and hub sites using analog communications. Analog communications are activated when both the primary (Manassas) and secondary (Baltimore) frame-relay PVC links fail and there is traffic destined for remote locations. The Cisco AS5300 Access Server automatically initiates a dial-on-demand routing (DDR) session to the affected router through analog telephone lines and modems. This method of communications is activated only for the duration of the data transfer, then disconnected until communications need to be reestablished. Analog communications are the primary communications method for Virgin Islands and Guam. Figure 2‑2 illustrates the use of analog communications in the event that frame relay is not available. 

Figure 2‑2: OCSE’s Alternate Method of Communications
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2.1.3 Remote Location Network Architecture

OCSE recognizes that network topologies differ from site to site; therefore the network is designed to support various topologies. OCSE provides remote locations with the following equipment:

· a modem for connectivity to the Public Switched Telephone Network (PSTN);

· a router for communications over the WAN and communications to their local network; and

· Channel Service Unit/Data Service Unit (CSU/DSU) for connectivity to the frame-relay network.

Note: In the past, OCSE has supplied Uninterruptible Power Supply (UPS) units for OCSENet routers and modems at State sites, but will no longer do so.  If States have an OCSE-supplied UPS and it fails, States are encouraged to plug the OCSENet router and modem into a UPS at the State’s site.  No new UPS units will be provided by OCSE. 
There are five options available for connecting to the OCSE Network: 

· Router-to-Router;

· Router-to-Firewall;

· Router-to-File Transfer Protocol (FTP) Server;

· Router-to-switch (or hub); and

· Router-to-Host. 

Each is illustrated in detail in the examples that follow.

2.1.3.1 Router-to-Router (Option #1)

Figure 2‑3 reflects the Router-to-Router option available to remote locations for connecting to the OCSE Network. Connections to the OCSE router using this option can be made using a serial, Ethernet, Fast Ethernet, or Token Ring interface.

Figure 2‑3: Router-to-Router Connectivity (Option #1)
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2.1.3.2 Router-to-Firewall (Option #2)

Figure 2‑4 reflects the Router-to-Firewall option available to remote locations for connecting to the OCSE Network. Connections to the OCSE router using this option can be made using an Ethernet, Fast Ethernet, or Token Ring interface. 

Figure 2‑4: Router-to-Firewall Connectivity (Option #2)
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2.1.3.3 Router-to-FTP Server (Option #3) 

Figure 2‑5 reflects the Router-to-FTP Server option available to remote locations for connecting to the OCSE Network. Connections to the OCSE router using this option can be made using an Ethernet, Fast Ethernet, or Token Ring interface. 

Figure 2‑5: Router-to-FTP Server Connectivity (Option #3)
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2.1.3.4 Router-to-Switch or Hub (Option #4) 

Figure 2‑6 reflects the Router-to-Switch or Hub option available to remote locations for connecting to the OCSE Network. Connections to the OCSE router using this option can be made using an Ethernet, Fast Ethernet, or Token Ring interface. 

Figure 2‑6: Router-to-Switch or Hub Connectivity (Option #4)
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2.1.3.5 Router-to-Host (Option #5) 

Figure 2‑7 reflects the Router-to-Host option available to remote locations for connecting to the OCSE Network. Connections to the OCSE router using this option can be made using an Ethernet, Fast Ethernet, or Token Ring interface. 

Figure 2‑7: Router-to-Host Connectivity (Option #5)
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2.1.4 Manassas Network Architecture

Figure 2‑8 reflects the architecture of the primary processing site located in Manassas. 

Figure 2‑8: Manassas Network Architecture
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Of the three servers, the Production server is the primary server for the CSENet 2000 Application Suite. The Development server is used for developing software and performing tests with the State CSE systems. The Backup server is used to run the CSENet software in the event the primary server malfunctions. This server allows for redundancy of server hardware, software, and operating system in Manassas. The Backup server is maintained as a mirror image of the Production server and assumes the Production server’s role in the event of a system malfunction.

In addition to redundant hardware, all data on the Production server is archived on removable media (tape) on a daily basis. The backup software has the ability to restore single files, multiple files, directories, drives, and volumes. Archived data can be restored to any server in the event of a serious malfunction. The current data retention period is 90 days.

The CSENet workstations in Manassas are used for software development, database administration, system administration, network administration, tape-backup administration, and testing.

A Cisco 3845 router is the primary communications gateway for the servers. The Cisco 2620 Router is used as the remote router for approximately half of the States that connect to the OCSE Network.  These routers are currently being upgraded to Cisco 1841 routers.  A Channel Service Unit/Data Service Unit (CSU/DSU) is used for digital transmission of data over wide area networks. The Cisco 3845 also handles the analog communications, which is the alternative method of communications.

2.1.5 Baltimore Network Architecture

Baltimore, MD is the disaster recovery site for applications that reside on the network. If something catastrophic happens to the Manassas site, the Baltimore hub takes over as the primary processing site, ensuring the continuous operations of the Data Exchange Process. The disaster recovery site has the same equipment configuration as the primary processing site, except for the workstations. The network architecture for the Baltimore hub is shown in Figure 2‑9.

Figure 2‑9: Baltimore Network Architecture
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Continuous operation of applications from Baltimore is automated and therefore transparent to remote locations. Further, States are not required to make any system configuration changes to support processing from the Baltimore site. 

2.1.6 OCSE Network Topology

Figure 2‑10 reflects the topology of the entire OCSE Network. This figure takes all the components discussed previously and displays them in one diagram.

Figure 2‑10: OCSE Network Architecture
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2.2 Network Reliability 

Reliability is an important factor when designing any network. One key design feature of the OCSE Network that helps to ensure reliability is redundancy. There are many built-in mechanisms to automatically allow data to be transmitted, even when there is a problem on the network. 

These redundant mechanisms include:

· multiple frame-relay paths to States;

· backup connectivity through analog communications;

· dual processing sites; and

· backup processing at the Manassas site.

Effective use of the TCP/IP protocol suite on the OCSE Network also facilitates network reliability. Further, a proactive network monitoring program also adds to the reliability of the system.

2.2.1 Open-Standard Protocols

A protocol is a set of rules governing the exchange of data between computing devices. The computer and telecommunications industries have established hundreds of standard communications protocols, referred to as open-standard protocols. The use of open-standard protocols, as opposed to proprietary protocols, ensures that data can be exchanged seamlessly without regard to manufacturer.

The OCSE Network uses industry-based open-standard protocols exclusively. For example, Transmission Control Protocol/Internet Protocol (TCP/IP), an open-standard protocol, is used to support the communications of all the current applications running on the network. TCP/IP is widely available for most computer operating systems today and is the de facto standard for most data communications networks, including the Internet. TCP provides reliability for the TCP/IP suite of protocols.

The CSENet suite uses one application protocol for file transfer, File Transfer Protocol (FTP), a protocol that uses TCP/IP for communication with IBM mainframe computers. FTP is used in the OCSE environment to transfer or copy files between the OCSE servers and the remote hosts. It is one of the protocols in the TCP/IP protocol suite and operates on the Process/ Application layer, as shown in Chart 2-1. The protocols in bold text are used in the file transfer process, using the FTP application. The OCSE Network has the ability to transfer data using other methods; however, remote locations are encouraged to use FTP. Secure File Transfer Protocol (SFTP), is a new method offered to remote sites for encrypted file transfers.
	Chart 2‑1: The DoD Reference Model
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2.2.2 Network Monitoring

It is necessary to implement network and systems management to effectively administer and maintain the OCSE Network. Software tools were deployed to monitor the health of the network so that as potential problems develop, they can be addressed promptly. This monitoring consists of applications that utilize Internet Control Message Protocol (ICMP) and Simple Network Management Protocol (SNMP) to actively monitor connectivity between the following:   
· hub networks and remote networks;
· hub servers and remote CSE servers; and

· servers and workstations on the local area networks located in Manassas and Baltimore.
A number of Production and Disaster Recovery server resources are also monitored, such as memory, central processing unit (CPU), and disk utilization, to preclude any problems stemming from insufficient computing resources. The output of the monitoring programs are actively tracked and reports are generated and analyzed twice daily. Any network abnormalities identified during active monitoring or in the reports are immediately investigated and appropriate corrective action is taken. 

2.3 Network Capability 

The OCSE Network has the ability to accommodate data and voice services to States, territories, and the District of Columbia. The service being used under the current configuration is data. In the event that our mission requirements change to necessitate inclusion of voice capability, the service can be easily implemented. 

2.3.1 Current Utilization of the Network

It is essential to assess network utilization in order to optimize network performance. The OCSE network uses tools to monitor connectivity to all network devices in the OCSE environment. They provide statistics on availability, latency, and interface utilization on a configurable polling cycle. This information is used to set up a baseline for normal operating conditions. In addition, it can be used to troubleshoot network problems by comparing the baseline to current network conditions. Finally, the tools can be used for identifying new bandwidth requirements on active frame-relay links.

2.3.2 Data Compression Technology

Because of its nature, bandwidth over the WAN is typically considerably less than the bandwidth of a typical local area network (LAN). Data compression is one mechanism used to optimize the data throughput over data links. This technology can be applied in a WAN environment to increase data throughput by reducing the payload, thereby allowing more data to be transmitted over a link. Additionally, data compression allows improved application performance and service availability for end users without having to upgrade the circuit. Tests have shown that the data transmission rates over a data link using compression can increase throughput by over 350%.

2.3.3 Hardware Design

In designing the OCSE Network infrastructure, hardware components were scrutinized in order to produce an adaptable and scalable network. The modular design of hardware incorporated in the network architecture, such as the Cisco routers and Dell servers, provides a flexible platform to customize components according to specific requirements. Modular-designed devices are superior to fixed-configuration devices, because they simplify and expedite repair, upgrade easily, and normally allow for interchanging components without disrupting service (e.g., hot-swapping). The network components discussed in this section are the Cisco routers and the OCSE servers. There are three types of Cisco routers used in OCSE Network environment:

· Cisco 2600 series router;

· Cisco 1841 router; and

· Cisco 3845 router.
2.3.3.1 Cisco 2600 Series Router

The Cisco 2600 series router was selected for use in remote locations. The Cisco 2620 model is installed in all remote locations that have an Ethernet, Fast Ethernet, or serial network environment; the 2612 model is installed in the Token Ring network environment. All of the 2600 series routers have at least one 2-port WAN interface card installed for connection to the network. (Remote locations using a serial interface to connect to their LAN have two 2-port WAN interface cards installed.) Figure 2‑11 shows the rear view of the Cisco 2620 and 2612 routers.

Figure 2‑11: Cisco 2620 ( 2612 Router

[image: image15.emf]SD

Cisco2620

EN

LNK ACT

CISCOYSTEMS S

SERIAL 1

CONN

WIC

2T

CONN

SERIAL 0

Cisco 2620

Serial0/1

On/ Off Switch

Auxiliary 

Port

FastEthernet

0/0

Console 

Port

SD

Cisco2612

EN

LNK ACT

CISCOYSTEMS S

LNK ACT

SERIAL 1

CONN

WIC

2T

CONN

SERIAL 0

On/ Off Switch

Auxiliary 

Port

Ethernet

0/0

TokenRing

0/0

Console 

Port

Serial0/1

Cisco 2612


The Cisco 2600 series router provides the following features:

· two WAN Interface Card (WIC) slots;

· access control list security;

· analog and digital access services;

· multi-service voice/data integration;

· routing with bandwidth management.

2.3.3.2 Cisco 1841 Router

The Cisco 1841 router was selected to replace the 2600 series routers for use in remote locations. The Cisco 1841 has a console and auxiliary interface, two Fast Ethernet interfaces, and two WIC slots. A WIC-2T card will be installed in WIC slot 0 and will be connected to an external CSU/DSU for connectivity to the OCSE Network. The Cisco 1841 contains a single power supply that is not replaceable. The 1841’s operating system is stored on a removable Compact Flash (CF) card and will not boot up unless this card is properly seated in the CF slot. 


 shows the rear view of the Cisco 1841 router.
Figure 2‑12: Cisco 1841 Router
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2.3.3.3 Cisco 3845 Router
Since the hub sites are the central points for all network traffic, identical Cisco 3845 routers are installed at each to handle the heavy traffic generated on the network.

The routers contain dual, hot-swappable, load-sharing power supplies for redundancy. The Cisco Internetwork Operating System (IOS) version 12.4 (3) G is currently running on these routers. The 3845 router has two built-in Gigabit Ethernet (1,000,000,000 bits per second) interfaces for connection to the OCSE LAN. Each of the two Cisco 3845 routers has four High-speed WAN Interface Card (HWIC) slots with a 1-port serial WIC installed for connection to the OCSE Frame-Relay Network. Currently three HWIC slots are unused. 

There is a total of four Network Module (NM) slots available on the 3845 router of which three are currently being used. NM slot 1 contains an ISDN PRI module which connects to Verizon’s ISDN network and is used for dial back-up to remote sites.  NM slot 2 contains 24 digital modems used in tandem with the ISDN module to dial remote sites.  NM slot 3 contains a Network Analysis Module for network monitoring. NM slot 4 is currently not in use. 

2.3.3.4 OCSE Server

The Dell Poweredge 2850 server used in the network architecture is a high-end system. There are currently four Dell Poweredge 2850 servers in the configuration. These servers are designated as Production, Backup, Development, and Disaster Recovery. Each server is equipped with 3/0GHz/1 MB Cache, Xeon processor, 2 Gigabit (GB) of memory, two hot-swappable redundant power supplies, four 146 GB SCSI hot-swappable hard drives and a Smart Array Redundant Array of Independent Disks (RAID) controller.

2.4 Network Security 

A combination of safeguards has been incorporated to address the unique security requirements of the network. A private IP-addressing scheme, Network Address Translation (NAT), access control lists (ACLs), and authentication, authorization, and accounting (AAA) are mechanisms that are currently protecting the network. Encryption, though not 
currently being used, is an embedded capability that can also be implemented to protect sensitive CSENet data. 

2.4.1 Private IP Addresses

The network architecture is a private frame-relay network. In addition to the physical protection that this topology offers, the IP-addressing scheme used to exchange data over this network is also private. The implementation of private IP addressing is typical for networks that are not connected to the Internet, or that utilize a firewall to translate private IP addresses to public IP addresses which are routable over the Internet. Private IP addressing provides security because public networks are not configured to route packets containing private IP addresses; they are also configured to drop inbound packets containing private IP addresses.

2.4.2 Network Address Translation

Network Address Translation (NAT) is a technology built into the router IOS that conceals internal addresses. It also enables seamless communications over the WAN between OCSE’s private network and each of the 54 remote networks. The implementation of NAT on the network provides practical protection because the addresses it conceals are not needed by the remote locations. In this way, NAT does not hamper connectivity or the data exchange process, but rather complements network security. 

Figure 2‑13: Network Address Translation between OCSENet and State LAN
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2.4.3 Access Control Lists

Access control lists are features embedded in the Cisco router IOS used to filter out undesirable traffic. They do this by defining conditions for filtering packets into or out of the router interface. A filter examines specific types of packets that pass through an interface and permits or denies them based on the conditions defined in the ACLs. ACLs protect the OCSE Network by keeping potentially intrusive traffic off of the network. 

ACLs work on the same principal as a firewall using the same filtering mechanisms. Only specified sources and types of traffic (protocols) explicitly called out are allowed to enter the network. They access the network through logical pinholes similar to those applied to a network firewall. All other traffic is implicitly denied. 

Any traffic that does not meet the conditions specified in the ACL constitutes a violation of ACL parameters. In the OCSE Network, ACL violations are logged and this activity is analyzed daily. ACLs, which reside on the remote router interface, are used to selectively allow data transfers between only the OCSE server and the remote server. At the same time, the type of traffic allowed between those servers may be only Internet Control Message Protocol (ICMP), which is beneficial for troubleshooting, and File Transfer Protocol (FTP), which is used to transfer CSENet data. 

Figure 2‑14 shows how ACLs applied to the remote router interface scrutinize all traffic and allow only FTP or ICMP protocols to enter the network. 

Figure 2‑14: Access Control List Operation
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2.4.4 Authentication

Authentication is the process of determining whether someone or something is who or what it is declared to be. The simplest form of authentication centers on logon ID and password usage. Knowledge of the password is assumed to guarantee that the user is authentic. The OCSE Network requires this level of authentication when accessing its servers.

AAA is used to verify the credentials of a user logging into a router or switch on the OCSE Network. Once that user is logged in, all of his or her actions are logged. The Terminal Access Control System (TACACS) service is used for this purpose. TACACS is deployed on three servers for redundancy. It stores all of the usernames, passwords, and logs for AAA.

AAA uses a three-phase approach that includes the following:

· Authentication phase: The user must enter a username and a password before being granted access to the router or switch. The user can then run commands and make configuration changes
· Authorization phase: Each command that is run must first be authorized by the TACACS server.  Each user configured in the TACACS server can be assigned a different level of authorization, limiting access to configuration commands to only those who require it to maintain the network equipment.

· Accounting phase:  Once the user is authenticated a log begins that keeps track of all commands that are run for that session with the user’s name and timestamps of all activity.  
Usernames, passwords, and privilege levels are configured in the primary TACACS server and are copied to the secondary and tertiary servers. 
The network requires users to be authenticated before they gain network access over dial lines. Within the Point-to-Point Protocol (PPP) used for analog connections, there are two types of authentication: Password Authentication Protocol (PAP) or Challenge Handshake Authentication Protocol (CHAP). CHAP is used on the network to allow only the Cisco 3845 to connect over dial lines to a remote router. 

2.4.5 Encryption Capability Over the Wide Area Network 

Encryption is the encoding of data with the intention that decoding be conducted by authorized individuals only. OCSENet routers ship with a standards-based capability to encrypt/decrypt all data. The current IOS version, 12.4(3)G, is capable of handling 256-bit encryption, which is considered strong encryption. Strong encryption has proven almost impossible for the average PC user to break. If implemented, clear text traffic from the network entering the hub routers would be encrypted for transmission across the frame-relay network and then decrypted at the remote router or vice versa.

2.5 Network Configuration and Testing

Considering that there are 54 separate entities connecting to the OCSE Network, the network is in a constant state of change. It is vital to capture all information regarding changes to the network configuration. A State Profile is used to track unique information for each remote location. The State Profile is maintained at the Manassas site and is updated whenever changes are made to the State network. Section 2.5.1 describes the details of the State Profile.

There are also three separate areas to consider when discussing testing on the OCSE Network based on the network architecture. First, there is the LAN portion of the network in Manassas and Baltimore. Second, there is the WAN, or frame-relay portion. Last, there is the State LAN that also requires a limited degree of testing from the Manassas site. There are three tests used to validate the correct configuration and operation of the OCSE networking equipment: 

· Frame-Relay Functionality Test;

· Host Connectivity Test; and

· Dial-backup Connectivity Test. 

These tests are performed on an as-required basis only and encompass all three portions of the OCSE Network. As-required testing is conducted for numerous reasons including:

· new equipment installation;

· troubleshooting connectivity problems;

· change of IP addressing;

· change of phone number;

· change of remote equipment; or

· change of remote host.

The results for all tests performed are provided to the remote location. 

2.5.1 State Profile Network Parameters

The Manassas site maintains a database containing information pertaining to each remote location called a State Profile. This profile contains key information regarding the remote network and is used in part to configure and maintain the OCSE communications equipment. Some of this information includes: 

· IP addresses and subnet masks;

· LAN interface (Ethernet, Fast Ethernet, Token Ring, or serial);

· analog phone number (for dial backup communications);

· logon parameters (userid, password);

· dataset names; and

· points of contact information (technical POC, communications coordinator, etc.).

It is recognized that this information periodically changes for various reasons. Changes to the network configuration parameters, logon parameters, and dataset names must be coordinated in advance through the CSENet Service Desk. A sample of a State Profile is shown in Appendix G.

2.5.2 Frame-Relay Functionality Test

This test has three main functions:

· The Ping application verifies connectivity to the remote router over the network.

· The Ping application verifies connectivity to the remote host. 

· The local and remote router statistics and configurations are captured. 

The results of the test are written to an output file. The test results are validated by successful ping responses to the remote router and host, and the statistics matching expected results from the remote and local routers. 

2.5.3 Host Connectivity Test

This test performs the following functions:

· The Ping application verifies connectivity to the remote router. 

· The FTP application verifies proper logon parameters to the remote host. 

· The FTP application retrieves a specified dataset after the logon. 

A successful logon and retrieval of the dataset validate the test. The results of the test are written to an output file. 

2.5.4 Dial Backup Connectivity Test

This test demonstrates fallback communications to remote locations that normally use frame relay and have an analog phone line for fallback data communications. This test performs the following functions:

· disables both of the frame-relay interfaces for the tested remote location;

· uses a fallback analog circuit to restore communications to the remote location;

· Ping and Traceroute applications verify connectivity with the remote router over the fallback analog circuit.

The test is validated if the Ping and Traceroute applications can communicate with the remote router over the analog phone line. The test concludes by enabling both of the frame-relay interfaces and terminating the modem connection. The results of the test are written to an output file. 

2.5.5 Semi-Annual Dial Backup Test

This test also demonstrates fallback communications to remote locations. Test methodology is very similar to the Dial Backup Connectivity Test except the Semi-annual Dial Backup Test checks all remote locations on a specific schedule instead of as required. The test is conducted every six months and the results are provided to OCSE and the remote-location points of contact. The test is validated if the Ping and Traceroute applications can communicate with the remote router and host over the analog phone line. 

The Semi-annual Dial Backup Test provides two output reports. The first is a detailed report showing all of the test scripts executed and the recorded results of those scripts. The detailed report is used if there are questions regarding the validity of the test results. The second is a summary report, which shows concise test result information regarding the status of the fallback communications to each remote location. The summary is provided to OCSE and points of contact at remote locations. 

2.6 New Site Installation

To connect a new site to the OCSE Network, a State should take the following steps:

1. Provide the State Profile information (Appendix G), and determine if the site is to install the inside wiring between the demarcation point and the OCSE Network router.

2. Make available an analog phone line for backup communications.

3. Depending on the circumstances, an OCSE Network engineer may be deployed to install the equipment.

OCSE Network personnel will arrange procurement of a frame relay circuit.

For questions regarding the network or the CSENet applications, contact the Service Desk at (800) 258-2736. Refer to Part 8.0, “Technical Support for States”, for specific information regarding technical support.

2.7 Network Troubleshooting and Maintenance

Remote locations are responsible for maintaining communications between their remote host and the OCSE router. The State communications coordinator will be notified if communications between the remote host and the remote router cannot be established.

3. CSENet 2000 Application Suite

The purpose of the OCSE Child Support Enforcement Network (CSENet) 2000 Application Suite is to facilitate and support automation and transmission of interstate child support information. To use the services of the CSENet suite, State users electronically initiate and respond to CSE case activities in other States for locating noncustodial parents, establishing paternity and support obligations, enforcing support orders and collection of monies, and gathering additional case information. 

The transmission of this information is contained in standardized data transactions that provide a common basis for data exchange between State CSE systems. These standardized transactions are transmitted from State to State via the CSENet suite over the OCSE Network. (Refer to Part 2.0, “OCSE Network Architecture”, for more information about the network.) 

The CSENet 2000 Application Suite provides services and support for:

· accessing and delivering transactions;

· verifying data integrity;

· data analysis;

· State readiness testing;

· Exchange Agreements verification;

· Intergovernmental Referral Guide (IRG) data; and 

· Management Information (M/I) Reports. 

The suite consists of five software applications and two services that work together in concert to provide child support information and processing. These applications and services, as well as the software management techniques used by CSENet, are described in this section. 

3.1 CSENet 2000 Transaction Exchange Process 

The Transaction Exchange Process (TEP) is the data transfer process used by State systems to exchange child support enforcement information with other States via the CSENet 2000 Application Suite. The suite uses common transaction formats for generating and processing child support transactions. (For detailed information on these formats, see Appendix C, “Data Block Record Layout”.) 

The CSENet suite exchanges transaction files with specified locations on the State system. These locations, usually dataset names, are identified by States and maintained in the State Profile by the CSENet team. (For more information on the State Profile, see Appendix G.) 

The primary datasets include:

· the Outgoing Transactions dataset, containing transactions to be forwarded to other State systems;

· the Incoming Transactions dataset, containing transactions retrieved from other State systems; and 

· other datasets, containing Intergovernmental Referral Guide (IRG) data or reports generated by CSENet.

(The files transferred to and from a State system by CSENet are detailed in Section 3.2.1, “State Interface Application”.) 

Figure 3-1 displays an overview of the TEP cycle for a transaction file.

Figure 3‑1: The CSENet Transaction Exchange Process
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The following is a detailed step-by-step description of the TEP cycle for a transaction file.

	Step 1
	The sending State loads its Outgoing Transactions dataset with transactions addressed to other members of the CSENet user community.

	Step 2
	During a pre-scheduled Retrieve-from-State interface initiated by the OCSE server, the State’s outgoing transactions are retrieved.

	Step 3
	Immediately after the OCSE server receives transactions, the entire transaction file is validated against the Data Block Record Layout criteria. If a validation condition is violated, an error code and message, along with the transaction’s serial number, is written to the Error Report for each defective transaction that is not routed to the destination.

Under certain conditions, a warning code and message are generated, indicating that the transaction data fails to meet usage recommendations, but will nevertheless be routed to the destination State.

After verifying all transactions received from the State, a Validation Report is written to the Send-to-State report directory; if an Error Report exists, it is also written to this directory. Valid transactions are written to a file to be uploaded to the destination State(s) and are saved by the CSENet database. Note: If a transaction file did not complete processing, an error message is generated at the end of the Validation Report.

	Step 4
	During a pre-scheduled Send-to-State interface session, the Validation and Error Reports are uploaded to the State’s datasets defined for each of these reports. The Interface Report and log files are also uploaded during this step. Additionally, any IRG files the State requested are uploaded. (See Part 7.0,“Management Information Reports”.)

	Step 5
	States access their dataset locations to obtain available reports and other data files.

	Step 6
	Transactions that passed validation along with any other transactions awaiting delivery are uploaded to the destination State system(s) during the pre-scheduled Send-to-State interface to the destination State(s).


Application Suite Capabilities

The application suite provides seven major capabilities to support interstate child support information processing. These components are composed of custom-developed software and off-the-shelf applications. Figure 3-2 illustrates the components.

Figure 3‑2: The CSENet 2000 Application Suite
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· State Interface Application ( provides CSENet the ability to interface with State systems;

· Exchange Agreement Software ( provides States the ability to designate specific Function codes and States with which they desire to communicate or exchange transactions;

· State Testing Tools ( provide States the ability to test and evaluate their CSE system programming;

· Intergovernmental Referral Guide (IRG) Software ( provides States semi-monthly updates for State FIPS codes and addresses from the IRG Web site;

· Transaction Management Application ( provides validation and verification of State transactions and feedback to States in the form of Validation and Error Reports;

· Management Information (M/I) Reports ( provides data primarily for ad hoc reporting.

· Disaster Recovery Software ( provides redundancy to the operational production system during critical system outages.

These components are maintained and enhanced by the CSENet team with the support of State Technical Work Groups and OCSE. With the exception of Management Information (M/I) Reports, all capabilities are discussed in detail in this section. M/I Reports are described in Part 7.0, “Management Information Reports”. 

3.1.1 State Interface Application

The State Interface Application, hereafter referred to as the interface, automates the exchange of interstate child support transactions between State systems over the OCSE Network. 

All files transferred via the interface require a designated location on the State system in which to be placed. On mainframes, the locations of CSENet data are datasets. On other types of servers, CSENet files are located in directories. Because CSENet files are located on a mainframe in most States, the location of CSENet files on State systems will be referred to as datasets in this document. In a few State systems, the interface datasets are in a Generation Dataset Group (GDG).

The following items must be in place on the State system to successfully execute an interface session:

· a network connection from the OCSE server to the State system, referred to as the State’s interface server;

· a userid and password to log on to the State’s interface server; and

· properly allocated interface datasets with read and write privileges granted to the userid used to log on to the State’s interface server (referred to as the State’s interface userid).

Chart 3-1 provides specifications for the interface datasets with the following guidelines:

· The Retrieve/Overwrite/Append column refers to whether the data in the dataset is downloaded by the OCSE server from the State system or whether it is uploaded by CSENet to the State. 

· The File Transfer Protocol (FTP) command to append data to a dataset is append. The FTP command to overwrite a dataset with new data is put. If a State’s version of FTP does not allow the append command or the State does not want its interface datasets appended to, the put command is used for all interface uploads.

· Minimum and maximum record lengths are provided in bytes. In systems where the interface connects to a UNIX server, the record lengths are one byte longer to include a carriage return at the end of each record.

If fixed-block format is chosen for a dataset, the logical record length (LRECL) defined when the dataset parameters are established specifies the length of all records to be written to the dataset. However, if variable-block format is chosen for a dataset, its LRECL specifies the maximum length of any record written to the dataset. If a record destined for a dataset is longer than the LRECL, the record is either written as multiple records or truncated, depending on the FTP parameters defined on the State’s interface server. The LRECL defined for each interface dataset must be set to the correct length to avoid record-length errors.

	Chart 3‑1: Interface Dataset Specifications

	Interface Dataset
	Retrieve/ Overwrite/ Append
	Minimum Record Length
	Maximum Record Length
	Data in the 
Dataset
	Data Format

	Outgoing Transactions
	Retrieve, Then Empty
	127
	8481
	Transactions to other States (or test transactions to send to the OCSE server).
	See Appendix C, “Data Block Record Layout”.

	Incoming Transactions
	Append
	121
	8475
	Transactions from other States (or test transactions from the OCSE server).
	See Appendix C, “Data Block Record Layout”.

	Invalid Transactions
	Append
	145
	145
	Error messages for transactions in which the OCSE server found errors.
	See Appendix C, “Data Block Record Layout”.

	Validation Reports
	Append
	0
	80
	Validation Reports providing validation results including any processing errors.
	See Section 7.2, “Validation Reports”, Section 7.3, “Transaction Error Reports”, and Appendix K, “Transaction Error Record Layout”.

	IRG Master File
	Overwrite
	247
	247
	A file of all existing IRG records.
	See Appendix F, “IRG Record Layout”.

	Interface Reports
	Append
	0
	80
	Interface Reports providing summary information about interface file transfers. 
	See Section 7.1, “State Interface Reports”.

	Interface Logs
	Append
	0
	120
	Interface Logs containing detailed output from interface file transfers (useful for debugging).
	Alphanumeric text.


3.1.1.1 Retrieve-from-State Interface

The interface operates in two directions: Retrieve-from-State and Send-to-State. In a Retrieve-from-State interface, CSENet data is downloaded from a State system.

3.1.1.1.1 Data Transfer 

The file transfers in the Retrieve-from-State interface are executed in the following order:

1.
Download transactions to be sent to other States from the Outgoing Transactions dataset using the FTP download command get.

2.
If no file transfer error occurred, upload an empty file into the Outgoing Transactions dataset. (See Section 3.2.1.1.2, “Transfer Errors”, below, for information on errors.)

Step 2 is performed to prevent receiving duplicate transactions from the State system during the next Retrieve-from-State interface session. Besides reading the Interface Report or Interface Log, the only way for a State to know that the outgoing transactions were successfully downloaded by the interface is when the Outgoing Transactions dataset contains zero records after the interface session is completed. (The specifications for the Outgoing Transactions dataset are provided in Chart 3-1, “Interface Dataset Specifications”, on page 3-6.)

3.1.1.1.2 Transfer Errors 

During each Retrieve-from-State interface session, the interface downloads data from the Outgoing Transactions dataset. If an error occurs while downloading and the State system appends to the dataset rather than overwriting it each day, no action is necessary for the OCSE server to receive all the State’s outgoing transactions during the next Retrieve-from-State interface session. On the other hand, if the State system overwrites the dataset each day, any data not forwarded must be combined into a single file for the interface to download. The interface is not designed to download multiple cycles of GDG datasets.

After the interface successfully downloads data from the Outgoing Transactions dataset, it replaces the data with an empty file. If an error occurs while emptying the dataset, any transactions downloaded from the State system are archived, but are not processed. This prevents processing of duplicate transactions. Note: The Outgoing Transactions dataset should never be emptied by the State system. 

Chart 3-2, “Interface Error Sources and General Solutions”, on page 3-11, contains a list of interface errors and their resolutions.

3.1.1.1.3 Delimiting Outgoing Transaction Records

Each record written to the Outgoing Transactions dataset must end with a new line character (octal '\012' or character '\n'). Without a new-line character, any spaces at the end of a record will be stripped off by the OCSE server. A record containing less than the number of bytes specified for its type in the Data Block Record Layout will be found invalid during the validation process. 

It is recommended that the new-line character in each record in the Outgoing Transactions dataset be placed in the byte directly after the last data block in the record. A less-preferable alternative is to pad each record with spaces until the LRECL for the dataset is reached and then enter the new-line character. However, because the spaces are transferred as part of each record, this method consumes more space on the OCSE server. For example, a transaction with only a Header should be 127 bytes; but, if padded with spaces up to the LRECL, the downloaded record consumes 8481 bytes.

Figure 3-3 shows code excerpted from a State’s COBOL program that writes records to the Outgoing Transactions dataset with a new line character. 

Figure 3‑3: Sample Code to End Records with a New Line Character


[image: image21.wmf]00702  3200-WRITE-RECORD.

00703 ***************************************************************

00704 **  WRITE RECORD                                             **

00705 ***************************************************************

00706      MOVE SPACES TO OUTPUT-CSENET-RECORD

00707      MOVE WS-OUTPUT-LINE TO OUTPUT-CSENET-RECORD

00708      WRITE OUTPUT-CSENET-RECORD

00709      IF WS-STATUS NOT = 0

00710        MOVE 'WT' TO TEXT-RETURN-CODE-0118

00711        MOVE WS-STATUS TO NUMERIC-RETURN-CODE-0118

00712      END-IF

00713      .

00714

00715  3200-WRITE-RECORD-EXIT.

00716      EXIT.


3.1.1.2 Send-to-State Interface

In a Send-to-State interface session, CSENet data is uploaded to, rather than downloaded from, a State system. 

3.1.1.2.1 Data Transfer

The file transfer steps in the Send-to-State interface are executed in the following order:

1.
Upload any unsent transactions from other States to the Incoming Transactions dataset.

2.
Upload any unsent invalid transaction error messages to the Invalid Transactions dataset. 

3.
Upload any unsent Validation Reports to the Validation Reports dataset. 

4.
Upload any unsent IRG Master data to the IRG Master File dataset. 

5.
Upload any unsent Interface Reports to the Interface Reports dataset.

6.
Upload any unsent Interface Logs to the Interface Logs dataset.

Parameters for the Incoming Transactions dataset must be established (allocated) by the State in order to receive transactions from another State. If the State sends transactions to the OCSE server, the Invalid Transactions and Validation Reports datasets should be allocated by the State in order to receive any transaction error messages detected by CSENet during processing. The other datasets provide additional information, but are not essential for minimal communications. Note: If any of these datasets are not allocated by the State or the privilege to create them is not granted to the State’s interface userid, no file is uploaded into the dataset. Dataset specifications are shown in Chart 3-1, “Interface Dataset Specifications”, on page 3-6.

3.1.1.2.2 Transfer Errors

If an upload error occurs during a Send-to-State interface session, the entire file containing the untransferred data remains in the outgoing data directory on the OCSE server so that it can be uploaded in the next Send-to-State interface session. (See Chart 3-2, “Interface Error Sources and General Solutions”, on page 3-11 for a list of errors and their resolutions.)

3.1.1.2.3 Create vs. Append-to-State Datasets

In most cases, the interface appends new data to the end of each of the State’s Send-to-State interface datasets with the exception of the IRG Master File dataset. (The IRG Master File dataset is overwritten in all States so that it never contains duplicate records.) Appending to a dataset ensures that the interface does not overwrite any data before the State system is able to process it. 

The FTP command to append data to a dataset is append. The FTP command to overwrite a dataset with new data is put. If a State interface server’s version of FTP does not allow the append command or the State does not want its datasets appended to, the put command is used for all uploads.

3.1.1.3 Interface Troubleshooting

Interface results are written to three files for each execution of the interface session. These three files, the Interface Log, Interface Report, and Interface Summary are described in detail below:

· An Interface Log is created with detailed output about the ping(s), logons, and file transfers during the interface session.

· An Interface Report is created with summary information about interface file transfers and any errors encountered during the interface session.

· A one-line Interface Summary, plus any interface errors, is written to a Server Interface Report used by the CSENet team for system management.

3.1.1.3.1 Detecting an Interface Problem

All interface errors are reported in a Server Interface Report. This report provides the initial indication of an interface error.

A number of errors are usually encountered when setting up the interface to a State system. During the first attempts at establishing interface sessions with a State system, the CSENet team reviews the Interface Logs generated by the sessions and works closely with States to resolve errors. Until the initial errors are resolved, CSENet does not consider the interface complete. Refer to Part 8.0, “Technical Support for States”, for details on support available to States. 

3.1.1.3.2 Diagnosing and Solving an Interface Problem

For interface errors specific to a Retrieve-from-State interface or a Send-to-State interface, consult Section 3.2.1.1.2, “Transfer Errors”, on page 3-8 and 3.2.1.2.2, “Transfer Errors”, on page 3-10. Chart 3-2 provides the general sources of and solutions for interface errors.

	Chart 3‑2: Interface Error Sources and General Solutions

	Interface Error Source
	General Solution to the Error
	Who Implements

	Network or connection-related errors
	Analyze the network connection if the problem continues. Verify that a connection to the State server is possible from the OCSE router.
	State/ 
CSENet 

	Incorrect State Profile information
	Provide correct State Profile information to the State’s CSENet technical representative.
	State

	Log on or dataset specification errors on the State system.
	Follow the specifications and recommendations outlined in this document.
	State


The following comments should be noted when analyzing interface errors and determining their solution:

1.
The only differences among the interface communication with different State systems are the State Profile parameters for the State’s mainframe IP address, logon userid and password, and dataset names. Except for the definition of these parameters, the interface functions the same with respect to all State systems. 

2.
The CSENet team is available to aid State users and engineers in solving interface problems. However, most interface problems require actions by State personnel for resolution. A teleconference involving all related parties is often required to solve a long-standing problem.

3.
If an interface error is received, the CSENet technical representative or the Service Desk can be contacted to request a manual re-execution of the interface session. Some errors, such as logon errors, require resolution before a manual session can be initiated. 

4.
Due to varying volumes of network traffic on State servers, it is normal for connection-related errors to occasionally occur in interface sessions. However, if connection problems persist, contact the CSENet Service Desk. (See Part 8.0, “Technical Support for States”, for information on support available to States.)

5.
If ping, connection, or certain dataset errors persist in interface sessions to a State, it may be appropriate for the State to request a change to the interface execution time to reduce conflicts with user needs or other processes running on the State system.

6.
To prevent password errors, a non-expiring password or a password containing part of a numeric date is recommended. Refer to Figure 3-14, “Sample Logon Using FTP”, for an example of a password containing a date.

7.
Many dataset errors are caused by improperly-written or lack of scripts that create and process the datasets. The most common errors are caused by:

· incorrect LRECL parameters;

· failure to grant Resource Access Control Facility (RACF) privileges to the State’s interface userid to read and write to the datasets; and,

· dataset name differences between the State system and the State Profile. 

Each interface dataset must be correctly configured (allocated) prior to an interface session or the State system’s default parameters will be used. The correct LRECL parameters for CSENet transactions are 8481 for an outgoing transaction and 8475 for an incoming transaction. In most States, the default LRECL for unallocated datasets is either 80 or 128 bytes.

For example, if the interface writes data to an Incoming Transactions dataset that has not been allocated by the State, all records will be written to the dataset with the system’s default LRECL. Each record will either be written as multiple records (wrapped) or truncated, depending on the State system. 

1.
The State must define all dataset parameters such as LRECL and variable- or fixed-block format. Note: The OCSE server does not configure State dataset parameters.

2.
Unless there is a ping, connection, or logon error or an error with the Interface Report and/or Interface Log datasets, each State receives a State Interface Report and State Interface Log with each Send-to-State interface session. Any error messages received on Interface Reports are error messages from the State Interface Log, reworded for greater clarity. See Section 7.1, “State Interface Reports”, for an example of a State Interface Report.

3.
If more than one transaction file was received from the State since the last successful Send-to-State interface session, there will be two reports in the State’s Validation Reports and/or Interface Reports datasets. 

Appendix M, “State Interface Errors and Resolutions”, lists errors as they are reported on the State Interface Report and the Server Interface Report, grouped by type of error. Although some of the errors cited are rare, all known interface errors are included for completeness. 

3.1.1.4 State Profile Interface Parameters

The State Interface Profile on the OCSE server contains all information required for the interface to a State. The State Interface Profile is obtained directly from the State Profile provided by the State point-of-contact or technical point-of-contact. This section provides direction on how to complete the interface-related portions of a State Profile. An example is included in Appendix G, “State Profile”.

For the OCSE server to successfully transfer data to and/or from a State’s interface dataset, the following actions must have been completed on the State’s interface server:

1.
On mainframes, the dataset must be properly allocated, usually with a Job Control Language (JCL) script; and

2.
In all States, the necessary read-and-write privileges must be granted on the dataset to the userid used to log on to the State’s interface server.

If a dataset has not been allocated, but the State’s interface userid has the permission to create it on the State’s server, the interface will write data to the dataset, thereby creating it. However, the default State system parameters are used, since the dataset was not allocated. (See comment 7 on page 3-12 for additional information and Chart 3-1, “Interface Dataset Specifications”, on page 3-6 for maximum record lengths).

3.1.1.4.1 CSE System Logon Parameters

The CSENet suite uses File Transfer Protocol (FTP) and Secure File Transfer Protocol (SFTP) for transferring files between State CSE systems. In order for the OCSE server to exchange data with the State’s CSE system, it must be granted access. States grant access to the OCSE server by providing logon information (i.e., userid and password). 

The following are directions for completing the CSE System Logon Parameters section of the State Profile: 

· For User ID, specify the userid the interface is to use to log on to the system.

· For Password, specify the password the interface is to use to log on to the system.

· FTP Actions should only be completed in States where a change directory (cd) command is required after logging on to the State system. When an FTP transfer to an IBM mainframe is performed, dataset names are usually prefixed with the logon userid, unless a cdup command is executed before any file transfers. A cd command, e.g., cd test, is often needed when the interface server is on a UNIX platform. The interface only allows one cd command for a State’s production datasets and one for test datasets. 

A non-expiring interface password or a password containing a date is recommended to prevent password errors. For example, a JCL script can be created to change the interface password on the first of each month, e.g., in January the password might be cse_01 and in March it would be cse_03. The interface is able to figure the date portion of a password when it executes a session. When writing a script to change an interface password using part of the date, it is necessary to account for the time zone difference between CSENet (Eastern) and the State.

Figure 3-4 illustrates an example of the logon parameters in the State Profile. In the password, MMDDCCYY is the month, day, century, and year.

Figure 3‑4: Sample Logon Using FTP 


[image: image22.emf]User-ID cse1net

Password ftp-MMDDCCYY

FTP Actions cdup


3.1.1.4.2 CSE System IP Addresses

The IP address for the State’s interface server is listed as the Mainframe IP Address in the State Profile. All IP addresses on the State Profile must be provided in dotted decimal (not Domain Name System) format, since dotted decimal is the current standard for the OCSE server. Figure 3-5 shows an example of a server’s IP address in the IP Addresses section of the State Profile. 

Figure 3‑5: Sample Interface Server IP Address


[image: image23.emf]Mainframe IP Address           100.1.25.50


3.1.1.4.3 CSENet 2000 Datasets

Interface datasets are listed in the Dataset Information sections of the State Profile. Two sets of datasets are needed so that production and test data remain separate. When specifying dataset names on the State Profile, use the dataset naming conventions required by the State system.

Figures 3-6 and 3-7 show examples of production and test dataset names.

Figure 3‑6: Sample Production Dataset Names


[image: image24.emf]    Outgoing Transactions Data Set Name: PROD.CSENET.ASYS.SEND

    Incoming Transactions Data Set Name: PROD.CSENET.ASYS.RECV

    Incoming Invalid Transactions Data Set Name: PROD.CSENET.ASYS.ERRORS

    Incoming Validation Reports Data Set Name: PROD.CSENET.ASYS.VALID

    Incoming Interface Reports Data Set Name: PROD.CSENET.ASYS.REPORT

    Incoming Interface Logs Data Set Name: PROD.CSENET.ASYS.LOG

    Incoming IRG Master File Data Set Name: PROD.CSENET.ASYS.IRGM

    Incoming IRG Update File Data Set Name: PROD.CSENET.ASYS.IRGU


Figure 3‑7: Sample Test Dataset Names


[image: image25.emf]    Outgoing Transactions Data Set Name: TEST.CSENET.ASYS.SEND

    Incoming Transactions Data Set Name: TEST.CSENET.ASYS.RECV

    Incoming Invalid Transactions Data Set Name: TEST.CSENET.ASYS.ERRORS

    Incoming Validation Reports Data Set Name: TEST.CSENET.ASYS.VALID

    Incoming Interface Reports Data Set Name: TEST.CSENET.ASYS.REPORT

    Incoming Interface Logs Data Set Name: TEST.CSENET.ASYS.LOG

    Incoming IRG Master File Data Set Name: TEST.CSENET.ASYS.IRGM
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3.1.1.4.4 Modifying Interface Parameters

Modifications to an interface parameter on the State system may be performed at any time. However, the changes must be reported to the CSENet Service Desk and implemented at the same time to ensure successful execution of the file transfer process. See Part 8.0, “Technical Support for States”, for instructions on reporting this information.

3.1.1.5 Executing Interface Sessions

Interface sessions may be executed with a State system in one of three ways:

· Execution during one of the automated execution times listed in Chart 3-3. This accounts for the majority of production file transfers.

· Execution at a specific time based on a request from a State. State contacts often request automated interface sessions to pick up and drop off data and to test data.

· Execution of a manual transfer based on special State circumstances.

3.1.1.5.1 Automated Interfaces

After a new or modified State Profile is received from a State, the information in the profile is verified either with manual or automatic interface sessions. The success or failure of the test(s) is discussed with State staff and any necessary changes are determined.

Once the interface connection to a State is successful, at least in the logon to the State system, the interface to the State is activated on the OCSE server in production or testing mode, depending on the State’s request.

Incomplete programming should not prevent a State from establishing connection to the interface, because any data can be used to test the interface. Since interface testing only confirms the ability of the interface to log on to a State system and to read and write to the State’s datasets, the interface does not test the validity of data. It is advantageous to know that once the State’s CSENet programming is complete, the interface to the State is established. The State can also receive non-transaction data files prior to going into production (i.e., IRG files, transaction test files, and Interface Reports). 

Data received from interface testing should be closely reviewed to confirm that it arrived in the expected format. For example, record-length errors are very common when first establishing the interface to a State.

3.1.1.5.2 Production Interface Schedule

Chart 3-3 shows the scheduled execution times for automated interface sessions to production datasets. Each State informs the CSENet technical representative of its preferred execution group. The criteria for selecting the interface execution time is usually based on avoiding periods of contention with user needs and other processes on the State CSE system. 

	Chart 3‑3: Scheduled Execution Times for Automated Interfaces 

	Interface Group Time
	Interface Description
	Number of States in This Group as of March 31, 2008

	1-1:30AM Eastern
	Retrieve-from-State
	31

	4-4:30AM Eastern
	Send-to-State
	31

	1-1:20PM Eastern
	Retrieve-from-State
	23

	4-4:20PM Eastern
	Send-to-State
	23


Unless a State requests that the interface be turned off, an automated interface session occurs every weekday of the year. There may be days when the datasets are not processed by a State, for example, holidays, but the interface sessions occur automatically nevertheless.

3.1.1.5.3 Manual Interface Requests

Upon request from a State contact, an interface session may be manually executed. If regular requests for manual interface sessions are anticipated, it is preferable to consider establishing an automated execution time, since no human intervention is required.

3.1.1.6 State Datasets

This section provides guidelines for allocating and processing CSENet interface datasets.

3.1.1.6.1 Generation Data Set Group dATASETS vs. Non-Generation Data Set Group Datasets 
This section discusses the logic for processing interface datasets on a State system. The logic provided here considers how the interface reads and writes data from and to interface datasets (for details on file transfers, see the two sections on data transfer: Section 3.2.1.1.1 on page 3-8 and 3.2.1.2.1 on page 3-9). 

Creating non-Generation Data Set Group (GDG) interface datasets is preferable to using GDGs. When GDGs are used, human intervention is usually required when an interface session fails. Creating a non-GDG Outgoing Transactions dataset enables all un-retrieved data to be retrieved from the State during each Retrieve-from-State session. Otherwise, if two cycles of a GDG Outgoing Transactions dataset need to be retrieved, manual steps must be taken to combine the data in them. Creating non-GDG Send-to-State datasets ensures the State system never has more than one incoming file to process, because the interface appends new data to any old data. 

If the State creates a GDG for a Send-to-State interface dataset, it must devise a method to process multiple cycles of the dataset.

3.1.1.6.1.1 Retrieve-from-State Non-GDG Dataset 

The following steps outline a process for the State system program, usually a JCL script, that creates a non-GDG Outgoing Transactions dataset:

1.
Create a GDG dataset for new outgoing transactions.

2.
Combine the new data with any unsent data in the Outgoing Transactions dataset, usually by appending to the dataset.

Using these steps, the CSENet interface is able to pick up multiple days of transactions from the Outgoing Transactions dataset and the State retains the benefits of GDG datasets for archiving.

If the download in a Retrieve-from-State interface session fails, any un-retrieved data will be retrieved in the next session. The interface uploads an empty file into the Outgoing Transactions dataset after successfully downloading from it, and thereby removes any need for the State to generate procedures to handle duplicate data.

3.1.1.6.1.2 Send-to-State Non-GDG Datasets

The following steps outline a standard process for each State system program, usually a JCL script, that processes and recreates a Send-to-State interface non-GDG dataset each day:

1.
If there is data in the dataset, copy it to a GDG dataset.

2.
Reallocate the interface dataset using the specifications in Chart 3-1, “Interface Dataset Specifications”, on page 3-6, or delete all records from it.

3.
Process the GDG dataset.

Using these steps, the State system will never have more than one file to process, but it can still archive each file as a GDG. 

Whether the State allocates GDG or non-GDG datasets, the datasets for the Interface Reports and Validation Reports can contain multiple reports if more than one transaction file was received from the State since the last successful Send-to-State session to the State. In order to process these datasets, States must devise a method for distinguishing between multiple reports.

3.1.1.6.2 Allocating Disk Space for Each Dataset

Each dataset requires storage space on the State’s interface server. The amount of space needed varies from State to State. The key factors affecting space requirements are:

· the volume of transactions the State expects to process; 

· the State’s average expected transaction size; and 

· how often the State processes the interface datasets. 

Chart 3-4 provides examples for calculating dataset space requirements. For Reports, Logs, the number of records per day equates to the number of lines in the file written to the dataset. Sufficient space should be allocated to each dataset to store multiple days of data.

	Chart 3‑4: Sample Interface Dataset Space Allocations

	Interface Dataset
	Maximum Record Length
	Number of Records Per Day
	Number of Days to Be Able to Hold Data
	Number of Bytes of Storage Space to Allocate

	Outgoing Transactions
	8481
	2000
	5
	84810000

	Incoming Transactions
	8475
	2000
	5
	84750000

	Invalid Transactions
	145
	40
	31
	179800

	Validation Reports
	80
	60
	31
	148800

	IRG Master Files
	148
	10000
	1
	1480000

	Interface Reports
	80
	50
	31
	124000

	Interface Logs
	120
	200
	31
	744000


3.1.1.6.3 Testing vs. Production Datasets

Two sets of interface datasets are needed in each State so that production and test data are never intermingled. When the interface executes a session, a command-line switch is used to determine whether the interface is to transfer files to and from the State’s production datasets or its test datasets. Production data is stored on one OCSE server and test data on another server.

3.1.1.7 Data Archiving

This section discusses the archiving of CSENet data on the State system and the OCSE server.

3.1.1.7.1 State CSE System

Most States choose to archive CSENet data for a specified number of days, or cycles of GDGs, in accordance with State and Federal requirements for archiving data. The amount of interface data and the number of days to archive needs to be determined by State system staff. The list in Chart 3-5 provides general guidelines for the minimum number of days to archive CSENet data on a State system. 

	Chart 3‑5: Interface Data Storage on the State Server

	Data
	Minimum Archive Period

	Transaction data, invalid transaction data, and Validation Reports
	5(31 days, or GDG cycles

	Interface Reports and Interface Logs
	10(31 days, or GDG cycles

	IRG Master file
	1 day, or GDG cycle


3.1.1.7.2 OCSE Server

All CSENet data uploaded and downloaded to a State system is archived by the CSENet suite for at least 30 days. Transaction data is stored in the database for at least 90 days. Backups of the operating system and database are performed daily. In addition, CSENet data is ported to the Backup server daily for use in the event of a critical system failure on the Production server. 

Chart 3-6 shows the minimum number of days each type of interface file is stored on the OCSE server.

	Chart 3‑6: Interface Data Storage on the OCSE Server

	Interface File Type
	Minimum Number of Days Files are Archived

	Outgoing Transactions
	120

	Incoming Transactions
	120

	Invalid Transactions
	90

	Validation Reports
	90

	IRG Master Files
	90

	Interface Reports
	90

	Interface Logs
	120


3.1.2 Transaction Management Application

The Transaction Management Application (TMA) is a group of functions in the CSENet suite used for the validation of the Retrieve-from-State transaction file, database loading, and routing of CSENet transactions. 

3.1.2.1 Transaction Validation Process

The transaction validation process enforces data integrity and promotes commonality throughout the CSENet user community. The TMA verifies each transaction received from a State system against the Data Block Record Layout rules, constraints, and data format standards (See Appendix C, “Data Block Layout”). 

If the transaction passes validation, it is loaded into the CSENet database and routed to a file to be uploaded to the destination State system. If the transaction encounters errors at any point during the validation process, it is rejected and an error message is added to the Error Report file (described in Section 3.2.2.1.3 on page 3-23). After all transactions in a file are processed, the TMA generates a Validation Report. In the next Send-to-State interface session, the Validation Report file and Error Report file are uploaded to the datasets designated for these reports. 

Note: If a transaction file did not complete processing within the allotted timeframe or was partially processed, the TMA generates a processing error message at the end of the Validation Report. (See Section 7.2, “Validation Reports”, for a sample.)

3.1.2.1.1 Transaction File

A transaction file is a flat ASCII file containing transactions received from a State system. Each transaction occupies one record in the file and each record is terminated with a new line character (octal '\012' or character '\n').

Figure 3-8 depicts the format of a transaction record. Every transaction record must begin with a Header and end with a new line character. The Header provides key transaction information such as:

· the source and destination (FIPS) code;

· transaction serial number to uniquely identify the transaction;

· transaction type and action code, the case identification number(s) to which the transaction refers; and

· data block indicators that indicate how many data blocks, if any, are attached to the Header. 

For a more detailed description of the layout of a transaction Header, refer to Part 5.0, “Transaction Structure”.

Figure 3‑8: CSENet 2000 Transaction Layout
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The transaction data blocks contain case data transmitted from one State to another. One or more data blocks may follow the transaction Header. The minimum number of data blocks that must be transmitted depends on the type of transaction being sent. However, a State may attach additional data blocks to any transaction. There are several kinds of data blocks that can be attached to a transaction. 

Chart 3-7 describes the data blocks and indicates the maximum number of data blocks that may be attached to a single transaction.

	Chart 3‑7: CSENet 2000 Data Blocks

	Data Blocks
	Maximum Number
	Byte Size
	Description

	Case
	1
	351
	General case information, contact, and payment addresses

	NCP Identification
	1
	181
	Physical description of the noncustodial party

	NCP Locate
	1
	1421
	Location and employer information about the noncustodial party

	Participant
	9
	341
	Information about other participants in the case

	Order
	9
	254
	Support or paternity order information

	Collection
	9
	70
	Information about order collections

	Information
	1
	416
	General text information


Note that, while not every data block appears in every transaction (in fact, most transactions will have only a few data blocks), the data blocks must appear in the order shown in the table above. For example, when a transaction containing a Header, a Case data block, and an Information data block is generated, the Information data block must come after the Case data block, not before it.

3.1.2.1.2 Validation Report

The Validation Report shows error statistics for a State’s transaction file that has been through the validation process described in Section 3.2.2.1 on page 3-21. A sample Validation Report is shown in Part 7.0, “Management Information Reports”. The report contains the following data elements:

· the date and time the report was created;

· the name (Local-FIPS-State) and byte size of the file validated for errors;

· the number of transactions, valid transactions, invalid transactions, and number of errors in the file validated; 

· error message statistics grouped by the type of errors received; and

· error message statistics grouped by the data block in which the errors occurred.

In the event of a TMA processing error, the Validation Report also contains an error message to inform the State that the transaction file is still being processed. A sample of this message is shown in Part 7.0, “Management Information Reports”.

3.1.2.1.3 Transaction Error Report

The Transaction Error Report, referred to as the Error Report, contains messages for each transaction error detected during the transaction file validation process. As of 2004, the Error Report may contain warning messages that indicate that the transaction data failed to meet usage recommendations, but nevertheless will be routed to the destination State.

Messages written to the Error Report are based on the record layout specified in Appendix K, “Transaction Error Record Layout”, and use the warning and error codes and messages listed in Appendix E, “Transaction Error Codes and Messages”. A sample report is presented in Section 7.3, “Transaction Error Reports”. The Error Report is uploaded to the Invalid Transactions dataset of the State that sent the transaction(s).

Multiple messages may be generated for a transaction unless the transaction contains a fatal error. After the first fatal error is identified, the Validation process for that transaction stops and the fatal error is written to the Error Report. Chart 3-8 displays all potential fatal errors in a CSENet transaction.

	Chart 3‑8: Potential Fatal Errors in a CSENet Transaction

	Error Code
	Message
	Description

	E203
	Duplicate Transaction- Check Trans Serial Num
	The Transaction-Serial-Number is a duplicate, i.e., the State has already used it in a previous transaction.

	E204
	Communications not allowed
	Communications are not allowed, i.e., an Exchange Agreement has not been enabled with the State defined in the Other-FIPS-State field for the Function code received. 

	E301
	Invalid Functional type code
	Functional-Type-Code must equal MSC, CSI, ENF, EST, COL, PAT, or LO1.

	E831
	Invalid Combination of FunctTypeCode, Act Code, and Act Reason
	The combination of Functional-Type, Action, and Action-Reason-Code is invalid.

	E904
	Invalid Other FIPS State
	The State defined in the Other-FIPS-State field is not a valid State FIPS code according to the IRG.

	E905
	Invalid Other FIPS County
	The county defined in the Other-FIPS-County field is not a valid county FIPS code according to the IRG.

	E906
	Originating FIPS does not match Local FIPS code
	The State FIPS from which the transaction was received does not match the value in the Local-FIPS-State field.

	E907
	Invalid Local FIPS State Code
	The State defined in the Local-FIPS-State field is not a valid State FIPS code according to the IRG.

	E908
	Invalid Local FIPS County Code
	The county defined in the Local-FIPS-County field is not a valid county FIPS code according to the IRG.

	E935
	Case ID Reconciliation Comm. Not Allowed
	No valid Case-ID exchange agreement exists.


3.1.2.2 Transaction Loading and Routing

The transaction loading and routing functions of CSENet load valid transactions into the OCSE server’s database and route them to the appropriate State systems. Transactions are routed to the State specified in the Other-FIPS-State field in the transaction’s Header.

3.1.3 State Testing Tools

Several capabilities in the CSENet suite are dedicated to testing the programming in a State system. These tools include the Interface-to-Test datasets on a State system, the Test Deck Application, State loopback testing, and the transaction analysis tools. 

The Interface-to-Test dataset is used to pick up test transactions from the Outgoing Transactions test dataset in a State system and to return the Validation and Error Reports generated by processing these transactions. Any valid transactions from the State with a destination FIPS of another State are routed to a file to be sent to the Incoming Transactions test dataset in the destination State system. If there is an automated interface set up for the destination State, the transactions are sent during the next automated session. However, if an automated interface is not established, either the user in the State that generated the transactions or a user in the destination State must request a manual interface session from the CSENet Service Desk.

Any valid test transactions with a destination FIPS code of 9100000 or 9500000 are archived by CSENet, but are not sent to any State. These FIPS codes are used exclusively for a State to test transaction validity with CSENet, not for testing with other States. 

The Test Deck Application tests the ability of a State system to process transactions it receives. Upon request, the Test Deck can be used to generate a file of transactions to be sent to the Incoming Transactions test dataset. The Test Deck can generate files with the following types of transactions:

· one of each type of all valid transactions with varying Function, Action, and Reason code combinations; 

· one or more maximum length transactions containing the maximum number of all types of data blocks; or

· any number of valid transactions based on a valid transaction Function, Action, and Reason code combination. 

Appendix L, “Test Scenarios”, contains a complete list of predefined test scenarios that are available on request, along with the expected results of the tests.

In addition to the above tools, another test tool available to States is loopback testing. Loopback testing provides the ability to generate tailored transactions to suit a State’s specific needs. For example, States create transactions using their own FIPS code as both the Local-FIPS-State and Other-FIPS-State codes. Once the OCSE server receives the transactions, it performs validation and returns the appropriate information to the originating State for analysis. Whenever desired by States, loopback testing may be performed; however, it can only be used with test datasets.

3.1.3.1 Required Test Datasets

Two sets of interface datasets are needed in each State, one for production and one for testing. Production data is stored on one OCSE server and test data is stored on another. The advantages of having test datasets include:

· preserving data integrity by separating test from production data;

· ease of testing between CSENet and other States; and

· easier analysis of test files.

Figure 3-7 on page 3-16 illustrates an example of test dataset names. These are based on the specifications for production datasets shown in Figure 3-6 on page 3-15. 

3.1.3.2 Transaction Analysis

The Transaction Analysis tools were developed to aid States and the CSENet team in analysis of transactions. The uses of this analysis software include the following:

· tracking patterns about the usage of CSENet transactions to aid in developing future CSENet requirements and enhancements;

· determining the cause of invalid transactions to aid State users in modifying their State CSENet programming; and

· providing support to States for transaction error resolution.

When requesting transaction analysis, please include the following information:

· the Local-FIPS-State code;

· the Other-State-FIPS code in the transaction;

· the date the transaction was picked up by CSENet;

· the transaction serial number; and

· the field and data block in question. 

See Part 8.0, “Technical Support for States”, for information on requesting technical support.

3.1.3.3 Test File Transmission 

To request test file transmission to or from a State system, States should contact the CSENet technical representative and specify the desired test scenario(s) that appear in Appendix L. The technical representative coordinates testing with CSENet staff and other States as needed or requested. Note: Test transactions should not be submitted to the production system. See Part 8.0 for additional end-user support available to States for testing.

3.1.4 Exchange Agreement Software

The Exchange Agreement software provides States the ability to exchange production and test transactions. State representatives can contact their CSENet technical representative to establish an agreement to exchange specific Function code(s) with another State. When there is a need to stop communications, States have the following options;

· Disable with specific States;

· Disable by Function code; or

· Disable by specific State and Function code.

3.1.4.1 Enabling State Exchange Agreements 

To establish an Exchange Agreement, the point-of-contact from the originating State should contact the point-of-contact in the other State directly. Once the Exchange Agreement for a specific Function code(s) is verified, communications are enabled to allow the exchange of transaction information between the two States. Communications can be established for either the production or test systems. 

3.1.4.2 Disabling State Exchange Agreements

To disable communications with one or more States, the State’s point-of-contact should contact the CSENet technical representative to specify the Function code(s) and State(s) with which to discontinue communications. Additionally, the point-of-contact should inform the point(s)-of-contact in the State(s) with which communications are being disabled to prevent the generation of further transactions. More important, if a State’s system is going to be out of service for an extended period, the point-of-contact should request that all Exchange Agreements be disabled.

3.1.4.3 Communications Status

States can view the communications status for their State and other States on the IRG Web site.

3.1.5 Intergovernmental Referral Guide Software

The IRG is an information resource tool used to facilitate the exchange of information relevant to child support enforcement between States. IRG data includes States’ profiles of services and valid FIPS codes and addresses, Federal and regional office data, and demographic data on international child support enforcement agencies. 

The IRG information relevant to CSENet consists solely of State FIPS codes and address data. This data is available from the IRG and CSENet as well. Note that IRG data provided by CSENet is in the same format as that provided on the IRG Web site at http://ocse3.acf.hhs.gov/ext/irg/sps/selectastate.cfm. (To gain access to the data, States must enter a username and password.)

3.1.5.1 Requesting IRG Data

The IRG Master file contains all FIPS codes and addresses on the IRG Web site. States may request the IRG Master file by providing an appropriate dataset name to the CSENet Service Desk. 
3.1.5.2 Defining Dataset Locations

There must be a designated location on the State system into which CSENet delivers IRG data. Depending on the State’s operating system, the location of the IRG data will be either a mainframe dataset, or a directory and a filename. One dataset or file is needed for the IRG Master file (See Figure 3-6 on page 3-15 for examples of production dataset names.) The name of the dataset or file in which to place the IRG data are unique to each State. The IRG data file location should be in the same region or directory as other CSENet files.

3.1.5.3 Delivery of IRG Data to the State’s CSE System

A State may obtain IRG data from CSENet through an automatic forwarding process. With this method, the State receives IRG data files from CSENet on the 1st and 16th business day or the following business day of the month. The IRG Master File dataset is overwritten each time a file is uploaded so that it never contains duplicate IRG records
3.1.6 Disaster Recovery Software

The Disaster Recovery software provides CSENet continued operational support during critical outages through system redundancy. During a critical outage, the Disaster Recovery server functions as the operational Production server by taking over the Production server’s tasks until it is operational again. 

3.2 Software Management

The software enhancement and change process focuses on the management and quality assurance techniques used by OCSE in the FPLS Release Methodology found on the OCSE Web site. The release methodology promotes the following:

· software across all systems is released simultaneously;

· a schedule is published with standard release cycles;

· States are given an opportunity for planning and comment; and

· State involvement through teleconferences.

Under certain circumstances, emergency and out-of-cycle patches are required. When State systems are to be impacted by a change in the CSENet suite, State points-of-contact are informed in advance of the reason, type, and dates of the change and its impact to their systems. 

With scheduled software releases, all changes follow the standard process of requirement and impact analysis. Once the software has completed the development and test integration phases, it is made available to a select group of States for additional or beta testing. After successful beta testing, the new software is released into production and made available to the CSENet user community.

3.2.1 Testing

All software enhancements and changes applied to CSENet undergo rigorous technical and functional in-house testing. Additionally, all software changes having an impact on State system programming are tested and evaluated. States may elect to participate in testing to verify system programming. This provides States an opportunity to exchange transactions via test data sets with:

· the CSENet server using FIPS code 9100000,

· other States participating in testing, or 

· their own system through loop back testing. 

If the change has no direct impact on States, it is thoroughly tested by the CSENet team before production release, but is not piloted.

3.2.2 Production Release

Software is released into the production environment only after a thorough and successful evaluation period on the CSENet test system. Once released, the performance of the new software is monitored for a period of time to verify the success of the implementation into production.

4. Integrating CSENet 2000 in a State CSE System

The implementation of any new module or functionality in a State CSE system requires careful analysis and planning to ensure its success. This section identifies high-level system implementation tasks States should consider as they plan for the integration of the CSENet 2000 application with their CSE systems. This section also describes how some States have planned and accomplished these tasks, as well as alternative implementation strategies. 

Information about telecommunications and the electronic exchange of files containing CSENet transactions can be found in Part 2.0, “OCSE Network Architecture”, and Part 3.0, “CSENet 2000 Application Suite”. In-depth information regarding the CSENet requirements are described in Part 5.0, “Transaction Structure”, and Appendix D, “Transaction Functional Matrix” (TFM). The TFM provides the purpose and possible business use for each transaction. Programming staff can use this information to make informed decisions about how to process and handle specific transactions.

Implementation of CSENet in State CSE systems is a Federal certification requirement. In order to meet certification requirements, a State CSE system must have implemented the:

· Quick Locate (LO1) and Case Status Information (CSI) functions by October 1, 2000 for conditional certification; and

· Enforcement (ENF) and Managing State Cases (MSC) functions by October 1, 2001. 

4.1 Planning for Implementation

When planning for implementation, many issues must be addressed and decisions made for the implementation to proceed and be successful. This section describes the recommended tasks that should be addressed to ensure successful implementation of CSENet in a State CSE system. Figure 4-1 displays a flow chart of the seven recommended tasks.

Figure 4‑1: Recommended System Implementation Tasks
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4.1.1 Task 1: Ensure That All Request and Response Transactions Can Be Processed by the State CSE System

States should ensure that their system can receive and process all valid transactions and send all of the transactions identified within the core set of transactions. The core set of transactions was developed in conjunction with States during OCSE’s Continuous Service Improvement (CSI) effort to improve the business use of CSENet. The core set consists of those transactions that are essential to processing interstate cases. Additional information about the core set may be found in section 6.0 of this document, “Transaction Functional and Business Usage” and in Appendix B, “Valid Transactions Table”.
To complete this task, States should verify that their system contains all the data elements specified in the Data Block Record Layout (Appendix C) and Part 5.0, “Transaction Structure”. If States determine that one or more elements are not in their system, they should initiate the necessary action to include them, so the State can send Request/Response transactions.

4.1.2 Task 2: Ensure That All Information Contained in Incoming Transactions Can Be Stored in the State CSE System

Task 2 addresses a fundamental issue of how to store, handle, and treat incoming transactions from other States. States must review their case and database structure to determine whether data such as name, addresses, and order amounts will overwrite existing case information or whether it should be stored in a separate area or portion of the case record. 

Many States have chosen not to overwrite existing case information, but to store it in a separate case area. They have also allowed for the possibility that there could be multiple occurrences of interstate case and account data concerning the same NCP and CP on their system. For example, States A, B, and C may all have cases or orders involving the same State. If each State sends information about its cases, each discrete set of information can be stored for use at a future date.

4.1.3 Task 3: Record and Track Incoming and Outgoing Transactions 

It is important that the case record (or log) is updated each time a CSENet transaction is sent or received. The transaction date and any other information the State may want to include is also helpful. In addition, transactions that require action within a timeframe specified by a statute or regulatory provision must be tracked. Further, the caseworker must be alerted or systemic action instituted if an action or a response has not been received within a specified period. 

For example, the Code of Federal Regulations (CFR), Section 303.7 (b) (5) States that the initiating State must: “Notify the IV-D agency in the responding State within 10 working days of receipt of new information on a case by submitting an updated form and any necessary additional documentation”. 

Once the new information has been added to the initiating State’s CSE system, the system should:

· automatically recognize that the information was added or changed and needs to be sent to the other State;

· automatically generate a CSENet 2000 transaction to route the new information to the other State(s) within a 10-day period; and 

· log the fact that the new information was sent to another State (or other States).

If the system is not designed to automatically detect new information, then the system should alert the worker approximately seven days after the new information was posted. This timeframe should allow sufficient time to forward the new information to the other State(s) before the 10-day limit has expired.

4.1.4 Task 4: Determine an Implementation Strategy

An implementation strategy is one of the key factors for any system integration effort. The critical issues involve whether to integrate transaction types – an incremental approach – or to make all transactions, functions, and capabilities of CSENet available at the same time. Many States are fully functional and nearly all have chosen the incremental approach. This approach is easier for the user because it does not require as much to learn and remember. It also aids in programming efforts, because it narrows the focus, thereby giving the State an opportunity to gain valuable experience working with and learning how to construct and receive transactions.

States may also consider the single transaction concept using the CSI transaction format as an alternate programming approach. This concept of sending all data between States germinated during discussions by the CSENet 2000 Phase II Implementation Work Group and was formalized in the Consensus Plan. Detailed information about this alternative programming strategy can be found in Part 5.0, “Transaction Structure”.

4.1.5 Task 5: Flowchart the Processes

One of the best methods to determine how to process each transaction type is to construct a flowchart. A flowchart helps both program and technical staff decide under what circumstance transactions should be sent and how incoming data should be handled. This method often provides the opportunity to maximize the level of automation and can help prevent future problems by depicting how a specific module will function under all conditions.

4.1.6 Task 6: Determine Level of Automation 

Determining the level of automation often affects the success of a system implementation project. Generally, the more the system can do automatically based on information within the case, the more efficient the process.

4.1.7 Task 7: Estimate Transaction Volume for Outgoing and Incoming Transactions and Impact on Batch Processing

States should estimate the number of transactions they expect to send and receive daily. This will help determine how long it will take the system to assemble and send the daily file, as well as to determine the size of the incoming file from other States. These estimates are critical to ensure that both outgoing and incoming files can be accommodated in the system’s batch window. 

Note: Some States may receive more information from another State than just the data relevant to the original request. In fact, they may receive all information another State has on its case. In this instance, some States have chosen to compare this incoming data with the same case information previously sent to them, then provide only changed data to the caseworker.

4.2 Moving Into Test

Some States move from implementing CSENet to testing State functionality, while others move directly into production. States should weigh the benefits and consequences of both options, then determine their approach to exchanging interstate case information. Refer to Part 8.0, “Technical Support for States”, for information about support that is provided by the CSENet team. Information about testing available for States is found in the next section.

4.3 Testing State Functionality

This section describes the process that State CSE systems may use to test newly developed functionality. This includes the types of testing tools available and how to request support for testing State system programming.

4.3.1 Testing with the OCSE Server

The CSENet State Interface Application, referred to as the interface, is used to transfer CSENet data between the OCSE server and a State CSE system. The application reads and writes to a State’s interface datasets as defined on the State Profile (Appendix G). An interface session may be executed to a State in the following ways:

· Upon request from a State, an automated test interface session may be conducted for one or more days. Often a State requests automated interface sessions to pick up and drop off data from and to its test datasets to test new programming in its CSE system. 

· A manual interface session may also be requested. If a State anticipates making more than one request for a manual execution, it is advisable for the State to establish an automated execution time, since no human intervention is required.

Data received in the State CSE system from interface testing should be closely reviewed to confirm that it arrived in the expected format. It is very common to experience record length errors when first establishing the interface to a State.

4.3.1.1 Test Deck Application

An application called the Test Deck was developed to test the CSENet programming on a State CSE system, specifically the system’s ability to process CSENet transactions. The Test Deck is used to generate a file containing a variable number of CSENet transactions using any valid transaction types. Usually the Test Deck file contains more than 100 transactions, one for each valid transaction type. After being generated, the Test Deck file is uploaded to the State’s Incoming Transactions test dataset. States should contact their CSENet technical representative or the CSENet Service Desk to request the Test Deck. 

4.3.1.2 Transaction File Analysis and Validation

Several tools have been developed on the OCSE server to test the validity of CSENet transactions generated by a State. The tools available for transaction file analysis include the following:

· Each transaction from a State undergoes the transaction validation process to verify that it meets specifications defined in the Data Block Record Layout. Each error in a transaction generates an error message that is written to a file uploaded into the State’s Invalid Transactions dataset. (See Section 3.2.2.1, “Transaction Validation Process”, for more detailed information on transaction validation.)

· A program is available to print the field contents of CSENet transactions to a file. The output from this program, referred to as a record dump, is usually used to isolate a field generating an error. A record dump is particularly useful when the State wants CSENet technical support to confirm the data being received and to assist in explaining the reason for the error. A record dump can be faxed or e-mailed upon request.

· A program is available to print the field contents of an Invalid Transactions file, which contains error messages for invalid transactions from a State. The output from this program, referred to as an error dump, is normally used to aid the error analysis process. An error dump can be faxed or e-mailed upon request. 

To request a record or error dump, contact the CSENet technical representative or the CSENet Service Desk.

4.3.1.3 State Transaction Loopback Testing

The Transaction Loopback Test capability provides CSENet 2000 users the ability to generate and tailor transactions for verifying State CSE system programming. For example, a State creates the desired transaction with the Other FIPS code set to the originating State’s FIPS code. After creation, the OCSE server interfaces with the State CSE system, based on a predetermined schedule or by request, uploads the transaction file, performs the validation process, and returns the Valid Transactions, Validation, and Error Reports to the requesting State. With the exception of establishing the pickup schedule, this capability does not require any interaction with the State’s CSENet technical representative.

4.3.1.4 Testing with Another State

Two States often agree to exchange test transactions with each other. To do this, the following actions must be taken:

· An Exchange Agreement must be established between the two States on the OCSE Development server, which is used for testing. Consult Part 3.0, “CSENet 2000 Application Suite”, for information on establishing an Exchange Agreement. 

· Test datasets are created on both State systems and the names provided to the States’ CSENet technical representative.

· Transactions are picked up from the Outgoing Transactions test dataset via the interface from one or more States. The test transactions are validated for errors. Valid transactions are forwarded to the State(s) participating in the testing. The Invalid Transactions Report, Validation Report, Interface Report, and Interface Log are sent to the participating States.

Usually, if testing is continuous, automated interface execution times are set up to pick up and drop off test data to the testing States at specified times each day. After completion of the steps above, a State may refer to Appendix L, “Test Scenarios”, to review a set of possible test scenarios that States can request.

4.3.2 Moving Into Production

States that move from having no interstate communications in production to communicating with other States need to provide their CSENet technical representative with Production dataset names and follow the Exchange Agreement process referred to in Part 3.0, “CSENet 2000 Application Suite”. States that are already communicating with other States in production, but want to increase their functionality (expand their exchange partners or add Function codes to existing exchange partners) need to adhere to the Exchange Agreement process. Additional information regarding technical support is found in Part 8.0, “Technical Support for States”.

5. Transaction Structure

The CSENet 2000 user community uses a common data format, called transactions, for exchanging interstate case information between State CSE systems. To ensure data integrity, each transaction is validated by the OCSE server against a set of requirements, which have been developed with the active participation and contribution by States. Valid transactions are forwarded to other States; error messages for invalid transactions are returned to the originating State for error resolution.

This section describes the overall structure and classification (transaction type) of a CSENet 2000 transaction. In addition, requirements for valid transactions are discussed.

5.1 Transaction Structure

CSENet 2000 transactions are composed of data blocks and data elements, which contain child-support case information. All transactions must begin with a Header, which contains identification information specific to that transaction. A transaction may contain any number of data blocks depending on the transaction type. All transactions are processed by the CSENet 2000 Application Suite Transaction Validation Process. Section 5.4, “Data Element Descriptions and Requirements”, describes the data blocks, their requirements, and the maximum number of each data block that can be included in a single transaction. For additional information on the file structure, refer to Part 3.0, “CSENet 2000 Application Suite”. Figure 5-1 illustrates several examples of CSENet 2000 transaction structure.

Figure 5‑1: Examples of CSENet 2000 Transaction Structure
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Each transaction is a single string of data terminated with a new line character. Figure 5-2 illustrates the layout of a transaction file.

Figure 5‑2: Example of a Transaction File Layout
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5.2 Transaction Type

The business activity being communicated is identified in the Header by a combination of codes that specify the Function, Action, and Reason for the CSENet 2000 transaction. The codes are also referred to by their field names: Functional-Type-Code, Action-Code, and Action-Reason-Code. The transaction type determines the required data blocks and elements that comprise each transaction. Valid combinations are specified in the CSENet 2000 Valid Transactions Table (Appendix B).

5.2.1 Function Codes

The Function code, required for each transaction, refers to the child support business activity the transaction supports. (Part 6.0, “Transaction Functional and Business Usage”, provides further details on the business usage of transactions.) Chart 5-1 shows the seven valid Function codes.

	Chart 5‑1: CSENet 2000 Function Codes

	Code
	Description

	LO1
	Quick Locate

	CSI
	Case Status Information

	ENF
	Enforcement

	MSC
	Managing State Cases (ongoing case activity and administrative services –)

	PAT
	Paternity Establishment

	EST
	Order Establishment

	COL
	Collection


5.2.2 Action Codes

The Action code, also required for each transaction, describes the kind of transaction, for example, a request for information or provision of information in response to a request from another State. Chart 5-2 shows the six valid Action codes.

	Chart 5‑2: CSENet 2000 Action Codes

	Code
	Description

	R
	Request (initial requesting activity)

	A
	Acknowledgment of receipt of a Request

	P
	Provision of information/Response

	M
	Reminder (used when a Response is overdue)

	U
	Update of a previously transmitted Request

	C
	Cancellation of a previously transmitted Request


5.2.3 Reason Codes

The Reason code, which is not required for every transaction, provides further definition of the business activity that the transaction communicates. The Valid Transactions Table contains Reason-code descriptions and specific combinations of Function, Action, and Reason codes that constitute 119 valid transactions. Chart 5-3 illustrates several examples of valid reason codes and their descriptions.

	Chart 5‑3: CSENet 2000 Valid Transaction Examples

	Function Code
	Action Code
	Reason Code
	Description

	LO1
	R
	
	Quick Locate Request (NCP or CP)

	LO1
	P
	LSADR
	NCP or CP address located and confirmed

	CSI
	P
	FUINF
	No case information available for case number provided


5.2.4 Valid Transactions

All transactions pass through the CSENet 2000 Application Suite validation routine. This process supports standardization, as well as the business requirements of States, and ensures that only valid CSENet 2000 transactions are communicated to the States via the OCSE Network.

Valid transactions are those that use the Function, Action and Reason code combinations listed in the Valid Transactions Table and that conform to the requirements specified in the Data Block Record Layout (Appendix C). To assist States with transaction development, quick reference charts listing all data elements within each data block and those required for specific transaction types are provided in Section 5.4, “Data Element Descriptions and Requirements”.

5.3 Data Block Characteristics

This section discusses the composition of the data blocks in CSENet 2000 transactions along with their descriptions and requirements. Each data block contains data elements that convey child support case information. The transaction type determines the required data blocks and elements; however, additional data blocks beyond those required may also be included in any transaction. The Data Block Record Layout contains additional information regarding requirements for transaction validation.

5.3.1 Standard Data Blocks

Standard data blocks ensure uniform communications between diverse State systems by providing a common format for CSE case information. This section describes the data blocks that compose a CSENet 2000 transaction. Chart 5-4 identifies and describes each data block, and lists the total byte size for each and the maximum number of data blocks that may be attached to a single transaction.

The Header is required for each transaction and precedes all other data blocks. The Header contains unique information such as:

· Federal Information Processing Standards (FIPS) codes indicating the source and destination of the transaction;

· case identification (case ID) information to which the transaction refers;

· indicators specifying the data blocks present in the transaction; and

· a transaction serial number that identifies the unique transaction.

Header Formats ( There are two formats for the Header, one for outgoing transactions (sent by States to CSENet) and the other for incoming transactions (sent by CSENet to States). A maximum of 8481 bytes is possible in an outgoing transaction; a maximum of 8475 bytes is possible in an incoming transaction. (The reason for the difference of 6 bytes is the optional data elements such as, Sent-Date and Sent-Time, contained in an outgoing transaction’s Header.) Note: State systems must be able to accommodate a file containing transaction(s) with the maximum byte size. (Refer to Chart 5-4 for specifics on each data block and to Part 3.0, “CSENet 2000 Application Suite”, for further information regarding the file transfer process.)

Data Block Sequence ( Data blocks in a transaction must appear in the sequence shown in Chart 5-5, even when the transaction does not contain all available data blocks. For example, if the transaction contains both Participant and Information data blocks, the Participant data blocks must follow the NCP Locate data block and precede the Information data block.

	Chart 5‑4: CSENet 2000 Standard Data Blocks

	Data Block Name
	Maximum Number of Data Blocks
	Number of Bytes per Block
	Data Block Description

	Outgoing Header (States must send to OCSE server)
	1
	127
	Provides information about the source and destination of the transaction, the case IDs to which the transaction refers, and indicators that show how many data blocks are included. Also provides tracking information.

	Outgoing Header (continued)
	
	
	including Sent Date and Time that States may fill prior to sending the transaction.

	Incoming Header (States will receive from OCSE server)
	1
	121
	Provides information about the source and destination of the transaction, the case IDs to which the transaction refers, and indicators that show how many data blocks are included. Also provides tracking information including Received Date, Time, and Sent to State Host that States may fill prior to processing the transaction.

	Case
	1
	351
	Provides general case, contact, and payment information.

	NCP-Identification
	1
	181
	Provides information identifying NCP or alleged father.

	NCP Locate
	1
	1421
	Provides NCP or alleged father location and employer information.

	Participant
	9
	341
	Provides case participant information. The relationship field indicates the role of participants in the case (custodial party, dependent, etc.).

	Order
	9
	254
	Provides support or paternity order information.

	Collection
	9
	70
	Provides information about money collected.

	Information
	1
	416
	Provides area of free form text for general information.


5.3.2 Required CSENet 2000 Data Blocks

The transaction type (combination of Function, Action and Reason code located in the Header) determines the required data blocks. The data block indicators located in the Header must be filled appropriately to indicate the data blocks included within the transaction. Additionally, if the Attachments indicator in the Header is Y, the Information data block indicator must be set to one and the Information data block is then required. 

Chart 5-5 depicts required data blocks based on Function and Action codes. Note: Transactions with an Action code of A (acknowledgment), C (cancellation) or M (reminder) require only the Header and, therefore, are not included in this chart.

	Chart 5‑5: Required Data Blocks

	Data Block Name
	Requests and Updates, Action Codes R and U
	Responses, Action Code P
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Chart 5-5: Legend

R
Required data block

Blank
Non-required data block

A
Required if the Response is successful, i.e., the second character of the Reason code is S

B
At least two Participant data blocks required on these transactions: one with the Relationship code of C, and one with the Relationship code of D

C
Required if the Attachments indicator in the Header is Y (applies to all transactions)

D
Required except for MSC P REJCT

E
Required for the MSC P REJCT and MSC P GSCAS.

Data Element Descriptions and Requirements

Each CSENet 2000 data block contains data elements transmitting child support case information between State CSE systems. Each data element contained in a data block is described in the Data Block Record Layout (Appendix C) and the Data Dictionary (Appendix A). When a data block is present in a transaction, certain data elements and/or specific values are required to be present. The transaction type (combination of Function and Action codes located in the Header) determines requirements. A Reason code, if present, may also impact the requirements. 

Each chart that follows is devoted to a specific data block and presents a quick-reference summary of all elements within a data block and the required data elements for specific Function and Action codes. 

Note: Since transactions with an Action code of A, C, or M do not require data blocks except the Header, rules for these transactions are not listed. However, the Other-Case-ID field in the Header is required for all transactions with an Action code of A.

5.3.3 Outgoing Transaction Header: Data Elements and Requirements

	Chart 5‑6: Outgoing Transaction Header

	Data Element
	Requests and Updates, Action Codes R and U
	Responses, Action Code P
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R
Required data element
Blank
Non-required data element

A
Required data element pursuant to the CSENet 2000 Valid Transactions Table

B
Required data element except for CSI P RINIT and CSI P RRESP

5.3.4 Incoming Transaction Header: Data Elements and Requirements

	Chart 5‑7: Incoming Transaction Header

	Data Element
	Requests and Updates, Action Codes R and U
	Responses, Action Code P

	
	L
O
1
	C
S
I
	E
S
T
	E
N
F
	P
A
T
	M
S
C
	L
O
1
	C
S
I
	E
S
T
	E
N
F
	P
A
T
	M
S
C
	C
O
L

	Local-FIPS-State
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R

	Local-FIPS-County
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R

	Local-FIPS-Sub
	
	
	
	
	
	
	
	
	
	
	
	
	

	Other-FIPS-State
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R

	Other-FIPS-County
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R

	Other-FIPS-Sub
	
	
	
	
	
	
	
	
	
	
	
	
	

	CSENet 2000-Version-Number
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R

	Transaction-Serial-Number
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R

	Error-Reason-Code
	
	
	
	
	
	
	
	
	
	
	
	
	

	Transaction-Type
	
	
	
	
	
	
	
	
	
	
	
	
	

	Action-Code
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R

	Functional-Type-Code
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R

	Transaction-Date
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R

	Case-ID
	
	R
	
	
	
	
	R
	B
	R
	R
	R
	R
	R

	Other-Case-ID
	R
	R
	R
	R
	R
	R
	
	R
	R
	R
	R
	R
	R

	Action-Reason
	A
	A
	A
	A
	A
	A
	A
	A
	A
	A
	A
	A
	A

	Action-Resolution-Date
	
	
	
	
	
	
	
	
	
	
	
	
	

	Attachments-Ind.
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R

	Case-Data-Ind.
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R

	NCP-Identification-Ind.
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R

	NCP-Locate-Data-Ind.
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R

	Participant-Data-Ind.
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R

	Order-Data-Ind.
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R

	Collection-Data-Ind.
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R

	Information-Ind.
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R
	R

	Date-Received
	
	
	
	
	
	
	
	
	
	
	
	
	

	Time-Received
	
	
	
	
	
	
	
	
	
	
	
	
	

	Processing-Complete
	
	
	
	
	
	
	
	
	
	
	
	
	

	Attachments-Due-Date
	
	
	
	
	
	
	
	
	
	
	
	
	

	Sent-To-State-Host
	
	
	
	
	
	
	
	
	
	
	
	
	

	Interstate-Forms-Printed
	
	
	
	
	
	
	
	
	
	
	
	
	


Chart 5-7: Legend

R
Required data element ( data element will be present upon receipt at the State CSE system
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A
Required data element pursuant to the CSENet 2000 Valid Transactions Table

B
Required data element except for CSI P RINIT and CSI P RRESP

5.3.5 Case Data Block: Data Elements and Requirements

	Chart 5‑8: Case Data Block

	Data Element
	Requests and Updates, Action Codes R and U
	Responses, Action Code P
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5.3.6 NCP-Identification Data Block: Data Elements and Requirements

	Chart 5‑9: NCP-ID Data Block

	Data Element
	Requests and Updates, Action Codes R and U
	Responses, Action Code P
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Required if the NCP Mailing-Address, Residential-Address, and Employer-Name fields in the NCP Locate data block are blank-filled

B
Required if Height-In. has a value

C
Required if Height-Ft. has a value

5.3.7 NCP Locate Data Block: Data Elements and Requirements

	Chart 5‑10: NCP Locate Data Block

	Data Element
	Requests and Updates, Action Codes R and U
	Responses, Action Code P
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	Chart 5-10: NCP Locate Data Block
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Chart 5-10: Legend
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Either the Residential-Address or Mailing-Address or Employer-Name is required
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If the second character of the Action-Reason-Code is S at least one of the Residential-Address, Mailing-Address, or Employer-Name is required 

C
Required if Residential-Address is present
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Required if second character of the Action-Reason-Code is U and Residential-Address is not blank-filled
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Required if Mailing-Address is present
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Required if second character of the Action-Reason-Code is U and Mailing-Address-Line 1 is not blank
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Required if Employer-Name is present
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If any of the wage fields are filled, all three must be filled
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Required if Employer2-Name is present
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Required if Employer2-Address-Line-1 is present
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Required if Employer3-Name is present

5.3.8 Participant Data Block: Data Elements and Requirements

	Chart 5‑11: Participant Data Block
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Chart 5-11: Legend


R
Required data element
Blank
Non-required data element

A
Required if the Relationship is D

B
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Required if the Payment-Address is not on the Case data block AND Relationship 
is C

5.3.9 Order Data Block: Data Elements and Requirements

	Chart 5‑12: Order Data Block
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5.3.10 Collection Data Block: Data Elements and Requirements

	Chart 5‑13: Collection Data Block
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5.3.11 Information Data Block: Data Elements and Requirements

	Chart 5‑14: Information Data Block
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5.4 Alternate Programming Strategy 

During the CSENet 2000 Phase II Implementation Work Group, alternate strategies were offered that could reduce States’ programming time and increase their CSENet developmental efforts. The assumption underlying this alternate strategy is that once States have programmed the CSI Response transaction, the same code may be used for a majority of other transactions, thereby simplifying and reducing programming efforts. The CSI requires that all potential data elements be mapped from the State CSE system to the appropriate data block or element. 

When programming Requests (except LO1 or CSI), a State would send all case information from their CSE system to the other State regardless of the Function code. Essentially the system extracts data that was used for the CSI Response to generate a Request. The requesting State would include the appropriate Function, Action and Reason codes to convey the business activity being communicated. Note: States may want to consider an exception for the LO1 and CSI Requests because these transactions are fairly straightforward requests for information. It may not help another State to include all data from your State CSE system. 

When programming Responses, as with the Requests, a State could conceivably send back all the data present on their CSE system along with the appropriate Function, Action, and Reason code with every transaction.

The alternate strategy is beneficial to States because it:

· Capitalizes on programming (data element mapping) previously completed for the CSI Response. This could save time and resources if the State is not yet fully functional.

· Does not require or envision any changes to existing validation criteria and will not affect any States that have completed CSENet programming.

· Saves programming time by eliminating the need to program specific codes for each transaction. 

· Keeps other States up-to-date with the most current data on their State CSE system and could reduce the number of status update requests. 

Refer to Part 4.0, “Integrating CSENet 2000 in a State CSE System”, for additional information regarding implementation strategies and Federal certification requirements. CSENet provides technical assistance to States to support implementation strategies, as requested. Refer to Part 8.0, “Technical Support for States”, for technical support information.

6. Transaction Functional and Business Usage

This section contains a general description and possible uses for each of the CSENet 2000 Function codes. It also provides suggested uses of key elements or indicators (triggers) on State Child Support Enforcement (CSE) systems to generate and respond to CSENet 2000 transactions in an automated manner. For specific transaction and data usage, refer to Appendix B, “Valid Transactions Table”, Appendix C, “Data Block Record Layout”, and Appendix D, “Transaction Functional Matrix”. 

As part of OCSE’s Continuous Service Improvement (CSI) effort, the Interstate Communications Initiative team undertook a project to improve the business use of the CSENet transactions. The activities to improve the business use of CSENet included the following:

•
Establish a core set of transactions

•
Link CSENet transactions to interstate business

· Code of Federal Regulations (CFR) notification requirements

· Synchronize CSENet transactions with the Intergovernmental Form updates

· Add new paternity status values

· Clarify how transactions should be used

· Identify the need for new transactions.

The core set of transactions was designed in partnership with States by identifying those interstate activities/requests that are the most critical to processing interstate cases. Over the years, experience has demonstrated that many of the CSENet transactions available for use by the States are rarely used because of changing statutes, e.g., UIFSA, the way business is conducted for processing interstate cases, etc.

Establishing a core set of transactions is the first step in developing a reduced transaction set for use by all States. Once fully implemented, this reduced set of transactions will improve electronic interstate communications by providing States with a more precise and well-defined transaction set for interstate communication. Also, States can increase standardization by establishing a common and less “cluttered” playing field for electronic interstate communications.

The core set of transactions is presented in Appendix B, Chart B-5, “Core Set of Transactions Table”. Those valid transactions not included in the core set are listed at the end of each section of Appendix D, “Transaction Functional Matrix”.

To help States focus programming efforts, OCSE recommends that they use the core set of transactions when enhancing existing programming, as well as during the development of new CSENet functionality.
6.1 Transaction Function Codes

This section provides a high-level view of the business usage for each Function code, shown in Chart 6-1. It also provides guidance on the automation of transaction processing, and possible practices and actions, e.g., Acknowledgments, Reminders, Cancels, and Updates, for States. Due to the various State CSE systems, a variety of processing options exist and States must decide what best meets their needs. Additional information on Function codes can be found in Part 5.0, “Transaction Structure”. Guidance for use of Reminder, Cancel, and Update transaction types is not included in this section. These transactions are not included in the core set of transactions and may be considered for deletion in the future.
	Chart 6‑1: Transaction Function Codes

	Function
	Use

	Quick Locate (LO1)
	Locating noncustodial (NCP) and custodial parents (CP).

	Case Status Information (CSI)
	Requesting case information from another State based on FCR proactive match, FCR Query Response, or other source, and used for interstate case reconciliation (ICR).

	Enforcement (ENF)
	Enforcing support orders.

	Managing State Cases (MSC) 
	Supporting ongoing case activity and administrative services required by the Uniform Interstate Family Support Act (UIFSA).

	Paternity (PAT)
	Establishing paternity.

	Establishment (EST)
	Establishing support orders.

	Collection (COL)
	Notifying a State of income tax interception.


Many States have developed automated processes for building outgoing transactions and processing received transactions. This approach greatly facilitates and enhances the interstate communication capabilities provided by CSENet 2000. When building automatic processes into a CSE system, caution should be used to insure information is not duplicated. For example, upon receiving a notice of a hearing from a State and updating the CSE system, the entry of this data should not trigger a transaction to the State that just provided the information. Also, States should record and track incoming and outgoing transactions. Additional information regarding this task can be found in Part 4.0, “Integrating CSENet 2000 in a State CSE System”.

6.1.1 Quick Locate (LO1)

During OCSE’s initiative to improve the business use of CSENet transactions, it was noted that there was not a designated mechanism to electronically request CP locates from other States. Further, although the business use of the LO1 R transaction was stated as locating NCPs, it has in practice also been used to locate CPs. In discussions, States agreed to expand the LO1 R usage to explicitly include CP locate, rather than create a new transaction.
The LO1 Function code is a highly successful way of locating NCPs and CPs in a quick and efficient manner. It is typically used to obtain an address and/or employer when a State has reason to believe that the NCP or CP works or resides in another State. LO1 transactions should be a fully automated process. Worker intervention, in most cases, should not be required for the CSE system to request or retrieve locate data through the State’s interfaces with the databases of other States. The Reason codes for LO1 transactions provide very specific information. Using the LO1 enhances opportunities to automatically record and act on information provided by an LO1 Request. The Reason code identifies the results of the locate efforts and data contained in the transaction. 
Chart 6-2 illustrates a possible sequence for the locate process.

	Chart 6‑2: Sequence of Quick Locate Activity

	1.
	The initiating State identifies the State in which the NCP or CP may reside or work.

	2.
	The initiating State generates a LO1 Request providing, at a minimum, the NCP or CP’s name, social security number, and/or date of birth. 

	3.
	The responding State receives the Request and begins a search for the NCP or CP. (Note: Since the responding State is not required to open a new IV-D case, it does not return a formal Acknowledgment.) The State may build a shell case or run the NCP or CP through its locate sources from a file or other methods. 

	4.
	After obtaining locate information, the responding State sends a LO1 Response to the initiating State, providing data found on the NCP, CP or, if information was not found, an appropriate Reason code to that effect.

	5.
	Upon receiving the Response, the initiating State updates its system with the new information and determines the next step of case processing.


6.1.1.1 Building a LO1 Request

When building LO1 Requests, it is important to consider two issues: how the CSE system identifies the NCP or CP that needs to be located and to which State(s) the Request should be sent. Figure 6-1 shows the steps usually taken to build a LO1 Request.
Figure 6‑1: Steps for Building a LO1 Request
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Chart 6-3 lists examples of elements or indicators within State CSE systems to identify individuals as meeting the requirements for generating a LO1 Request.

	Chart 6‑3: Examples of Triggers for LO1 Requests

	1.
	An asset, address, or employer for the NCP or CP is found in another State.

	2.
	No support order has been issued or the NCP is not making payments. 

	3.
	Child support collections cannot be sent to the CP because the address is unknown.


6.1.1.2 Processing a LO1 Request

Upon receiving a LO1 Request, automatically:

1.
Submit the NCP or CP to sources for locate information. (Note: The State receiving the Request is not required to refer the case to the FPLS);

2.
Track the receipt of information to send a Response; and

3.
Build a LO1 Response as indicated in the next section.

4.
States are not required to initiate a IV-D case and do not send a formal Acknowledgment. Some States have chosen to build a shell case for incorporation into their regular locate process. Other States create a file of LO1s and use this file to perform searches and return information to the requesting State.

6.1.1.3 Building a LO1 Response

The CSENet 2000 application supports States’ efforts to build LO1 Responses by using unique Reason codes to identify the information contained in the transaction. For example, if an address is obtained, the transaction could contain a Reason code of either LICAD (address found but not confirmed) or LSADR (address located and confirmed) with address information provided in the NCP Locate Data Block. If no information is found on the individual within a specific timeframe, the Reason code LUALL (no information found) is appropriate.

States should consider the response time of their State locate sources to determine when the Response should be sent. 
Figure 6-2 shows the steps usually taken to build a LO1 Response.

Figure 6‑2: Steps for Building a LO1 Response
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Chart 6-4 lists examples of elements or indicators within State CSE systems that may be identified for use as triggers to automatically generate LO1 Responses. 

	Chart 6‑4: Examples of Triggers for LO1 Responses

	1.
	Identifies that new locate information has been received.

	2.
	Identifies a LO1 Request for which locate information has not been found within a specific timeframe.


6.1.1.4 Processing a LO1 Response

Upon receiving a LO1 Response, a State should consider taking the following actions:

1.
Locate the CSE case, NCP or CP to which the transaction refers;

2.
Identify the information contained within the transaction;

3.
Load the information into the appropriate area of the CSE system, or if no information was found, update the CSE system and refer to the caseworker as appropriate; and

4.
Log the receipt or non-receipt of the information.

Once a State has received and processed the LO1 Response, next steps of case processing are determined. 

6.1.2 Case Status Information (CSI)

The CSI Function code was added to the CSENet 2000 application to provide States an automated method to obtain comprehensive case and order information from another State. It was developed primarily to supplement the information received from a FCR match. It is also used to share case and order information from another State and keep the data current. 

FCR Query/Proactive Match Response Records contain the State’s FIPS code, case ID, NCP name, and social security number (SSN). The FIPS codes and case IDs identify the case and provide direction to obtain further information if needed. Chart 6-5 provides a possible sequence of FCR and CSI transaction activity.

	Chart 6‑5: Sequence of Case Status Information Activity

	1.
	State A receives an FCR Query/Proactive Match Response Record indicating that the NCP and/or CP is involved in a case in another State.

	2.
	The case is evaluated to determine if additional case information would facilitate processing and warrant sending a CSI Request. State A may want to generate a CSI Request, if, for example, there is no order or the NCP has stopped paying on an existing order. 

	3.
	State A sends a CSI Request providing State B’s case ID and FIPS code and logs the request in its system. 

	4.
	State B receives the Request and matches it to a case on its CSE system.

	5.
	State B sends a CSI Response containing all case and order information or, if the case ID is not found, a Response with a Reason code to that effect.

	6.
	State A evaluates the information, updates its CSE system with the new information as appropriate, and determines the next case-processing action.


6.1.2.1 Building a CSI Request

Upon receiving a participant match from the FCR or if a State has an open interstate case, but needs updated information from the other State, the State may query the other State using the CSI Request. A CSI Request can be generated in an automated fashion or initiated by a caseworker. Before initiating a CSI Request, States may want to evaluate whether additional data would facilitate processing of the case. During the development of the Transaction Functional Matrix (TFM), there was consensus that, when automating CSI Requests, criteria should be established to eliminate broadcasting transactions. When automating CSI Requests, States may consider eliminating cases such as:

· A known interstate case with the State matched by the FCR;

· Cases that have a verified NCP address and/or employer; 

· Cases that are not delinquent; and

· Cases with deceased NCPs.

Figure 6-3 shows the steps usually taken to build a CSI Request.

Figure 6‑3: Steps for Building a CSI Request
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6.1.2.2 Processing a CSI Request

Upon receiving a CSI Request, States should automatically build a CSI Response as indicated below.

6.1.2.3 Building a CSI Response

Because CSI Responses include extensive case and order information, these transactions must be automated. There should be no manual intervention when generating a CSI Response. 

Figure 6-4 shows the steps usually taken to build a CSI Response.

Figure 6‑4: Steps for Building a CSI Response
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6.1.2.4 Processing a CSI Response

Once a Response is received, the initiating State can then determine the next case-processing action. Upon receiving a Response, States should at a minimum:

1.
Match the information to the existing CSE case;

2.
Load the information into the appropriate area of the CSE system, or if no information was found, process as appropriate; and

3.
Update the case history log as appropriate. 

Once a State has received and processed the CSI Response, next steps of case processing are determined. 
6.1.3 Enforcement (ENF)

The ENF Function code supports a variety of enforcement actions for interstate cases. Chart 6-6 provides a possible sequence of events that would result in the generation of an enforcement transaction. 

	Chart 6‑6: Sequence of Enforcement Activity

	1.
	The initiating State identifies the case needing interstate enforcement action.

	2.
	The initiating State identifies the State with the jurisdiction to enforce the action.

	3.
	The State sends an ENF Request to the State identified.

	4.
	The responding State receives the transaction and builds a new case as appropriate.

	5.
	The responding State sends an Acknowledgment indicating where the case was sent and whether the information is complete or further information is necessary.

	6.
	The initiating State receives the Acknowledgment and processes appropriately.

	7.
	The responding State processes the case and uses ENF transactions to provide status information and outcome to the initiating State.


6.1.3.1 Building an ENF Request

Once a State has determined that interstate enforcement action is necessary, it generates an ENF Request to that State. Figure 6-5 shows the steps usually taken to build an ENF Request.

Figure 6‑5: Steps for Building an ENF Request
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Elements or indicators within State CSE systems may be identified for use as triggers to automatically generate ENF transactions. An example of a trigger for an ENF transaction is when the NCP lives in another State and stops making support payments. 

6.1.3.2 Processing an ENF Request

Upon receiving an ENF Request:

1.
Build a new CSE case, if appropriate;

2.
Send an Acknowledgment advising the requesting State where the case was sent and whether the information is complete or further information is necessary for the next step of case processing; and

3.
Process the case and use ENF transactions to provide status information/outcome to the initiating State.

6.1.3.3 Building an ENF Response

Figure 6-6 shows the steps usually taken to build an ENF Response.

Figure 6‑6: Steps for Building an ENF Response
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Chart 6-7 lists examples of elements or indicators within State CSE systems that can be identified for use as triggers to automatically generate ENF Responses. 

	Chart 6‑7: Examples of Triggers for ENF Responses

	1.
	Contempt proceeding begun or a hearing has been scheduled.

	2.
	Identifies that a requested enforcement action or activity on an interstate case has been completed.


6.1.3.4 Processing an ENF Response

Upon receiving an ENF Response:

1.
Locate the case to which the ENF transaction refers;

2.
Load the information into the CSE system, update the case history log, refer to the caseworker as appropriate; and

3.
Determine the next case-processing action.

6.1.4 Managing State Cases (MSC)

The MSC Function code supports many of the requirements that are not addressed by other Function codes. MSC transactions can be used to communicate a variety of actions including ongoing case activities, status update requests and responses, and notification of hearing dates.
One of the business activities MSC transactions exchange is case closure. Questions have been raised on the use of these transactions (MSC P GSC02 through MSC P GSC14) due to the diversity of State CSE systems and the different structure of cases. The closure transactions communicate the closing of an interstate case. The actions a CSE system needs to take when sending or receiving these closure transactions may vary, depending on how individual systems structure a case. However, the business activity remains the same –– interstate services are no longer needed.

Standardization of transactions has been identified as essential for conducting interstate business, as well as to increase automation. It is very important to follow the business usage rules outlined in the TFM for MSC transactions, so that all States understand what is being provided or expected when these transactions are received. Chart 6-8 provides a possible sequence of MSC activity.
	Chart 6‑8: Sequence of Managing State Cases Activity

	1.
	State A receives and updates new information on an existing interstate case.

	2.
	State A sends the appropriate MSC transaction to State B.

	3.
	Upon receipt of the transaction, State B matches it with its existing CSE case.

	4.
	State B evaluates the data and then updates the CSE system as appropriate with the new information (including the case history log).

	5.
	State B determines the next case-processing action.


6.1.4.1 Building a MSC Request

There are many valid MSC transactions presented in Appendix B, “Valid Transactions Table”. A MSC Request can either be automatically generated by the CSE system or manually initiated by the caseworker. For example, the MSC R GRUPD transaction (used to request the current status) generally would need to be worker-initiated. Figure 6-7 shows the steps usually taken to build a MSC Request.

Figure 6‑7: Steps for Building a MSC Request
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6.1.4.2 Processing a MSC Request

Upon receiving a MSC Request: 

1.
Match it to an existing CSE case or determine action needed to provide information or services as requested;

2.
Update the case history log as appropriate;

3.
Act upon the Request; and

4.
If appropriate, automatically provide information to the other State as needed.

6.1.4.3 Building a MSC Response

Typically, a Response is used subsequent to a Request being received from another State. However, a MSC Response can also be used to provide information or relay an activity that has occurred in an ongoing case. Figure 6-8 shows the steps usually taken to build a MSC Response.

Figure 6‑8: Steps for Building a MSC Response
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6.1.4.4 Processing a MSC Response

Upon receiving a Response:

1.
Match it to an existing CSE case, then determine the action needed to provide information or services as requested;

2.
Update the case history log as appropriate; and

3.
Automatically provide information to the other State as needed.

6.1.5 Paternity (PAT)

The PAT Function code supports many of the actions required to establish paternity in interstate cases. Chart 6-9 provides a possible sequence of paternity activity.

	Chart 6‑9: Sequence of Paternity Activity

	1.
	The initiating State identifies a paternity action for which long- arm processing is inappropriate or has been unsuccessful.

	2.
	The initiating State sends a PAT Request.

	3.
	The responding State receives the Request and builds a new case as appropriate.

	4.
	The responding State sends an Acknowledgment advising where the case was sent and whether the information is complete or further information is necessary.

	5.
	The initiating State receives the Acknowledgment and processes appropriately.

	6.
	The responding State processes the case and uses a PAT Response to provide status information and outcome to the initiating State.


6.1.5.1 Building a PAT Request

After determining that long-arm processing is inappropriate or has been unsuccessful, the initiating State identifies the State with jurisdiction to establish paternity and generates a PAT Request to that State. Figure 6-9 shows the steps usually taken to build a PAT Request.

Figure 6‑9: Steps for Building a PAT Request
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Chart 6-10 lists examples of elements or indicators within State CSE systems that may be identified for use as triggers to automatically generate PAT transactions. 

	Chart 6‑10: Examples of Triggers for PAT Requests

	1.
	Identifies the child needing paternity establishment and the NCP lives out of State.

	2.
	Indicates that long-arm processing is inappropriate or has been unsuccessful.


6.1.5.2 Processing a PAT Request

Upon receiving a PAT Request:

1.
Build a new CSE case or update an existing case, as appropriate;

2.
If a new case is built, send an Acknowledgment advising the jurisdiction, e.g., county, to which the case was sent and whether the information is complete or further information is necessary for the next step of case processing; and

3.
Process the case and use PAT transactions to communicate with and provide status information and outcome to the initiating State.

6.1.5.3 Building a PAT Response

Figure 6-10 shows the steps usually taken to build a PAT Response.

Figure 6‑10: Steps for Building a PAT Response
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6.1.5.4 Processing a PAT Response

Upon receiving a PAT Response:

1.
Locate the CSE case to which the transaction refers; and

2.
Load the information into the appropriate area of the CSE system, update the case history log, or refer to the caseworker, as appropriate.

Once a State has received and processed the PAT Response, next steps of case processing are determined.

6.1.6 Establishment (EST)

The EST Function code supports interstate establishment of support orders. Chart 6-11 illustrates a possible sequence of activities for support establishment.

	Chart 6‑11: Sequence of Establishment Activity

	1.
	The initiating State identifies a case that needs interstate support establishment.

	2.
	The initiating State sends an EST Request.

	3.
	The responding State receives the Request and builds a new case, as appropriate.

	4.
	The responding State sends an Acknowledgment advising where the case was sent and whether the information is complete or further information is necessary for the next step of case processing.

	5.
	The initiating State receives the Acknowledgment and processes it.

	6.
	The responding State processes the case and uses EST Responses to provide status information and outcome to the initiating State.


6.1.6.1 Building an EST Request

After identifying a case that needs support established by another State, the initiating State identifies the other State and generates an EST Request to that State. Figure 6-11 shows the steps usually taken to build an EST Request.

Figure 6‑11: Steps for Building an EST Request
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6.1.6.2 Processing an EST Request

Upon receiving an EST Request:

1.
Build a new CSE case, if appropriate;

2.
Send an Acknowledgment advising the case number, FIPS code, etc. If additional information is required, send a transaction to the other State advising it of this fact; and

3.
Process the case and use EST transactions to provide status information and outcome to the initiating State. 

6.1.6.3 Building an EST Response

After the responding State identifies an establishment activity that needs to be communicated to the initiating State, the generation of a transaction may be automated. Figure 6-12 shows the steps usually taken to build an EST Response.

Figure 6‑12: Steps for Building an EST Response
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6.1.6.4 Processing an EST Response

Upon receiving a Response:

1.
Locate the CSE case to which the transaction refers;

2.
Load the information into the case, update the history log, and refer to the caseworker, if appropriate. 

Once a State has received and processed the EST Response, determine the next case-processing action. 

6.1.7 Collections (COL)

The COL Function code is used to notify another State that a tax intercept has been received and disbursed. There is one valid COL transaction, COL P CITAX, as identified in the Valid Transactions Table. Chart 6-12 provides a possible sequence of activities for the COL transaction.

	Chart 6‑12: Sequence of Collections Activity

	1.
	Initiating State receives tax intercept money or IRS intercept adjustment notice.

	2.
	Initiating State sends the COL transaction.

	3.
	Responding State receives COL transaction and processes for account adjustment.


6.1.7.1 Building a COL Transaction

Building a COL transaction should be automated based upon the receipt/disbursement of a Federal or State tax offset payment. Figure 6-13 shows the steps usually taken to build a COL transaction.

Figure 6‑13: Steps for Building a COL Transaction
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Chart 6-13 lists examples of elements or indicators within State CSE systems that can be identified for use as triggers to automatically generate the COL transaction. 

	Chart 6‑13: Examples of Triggers for COL Transactions

	1.
	Identifies money received from a Federal or State tax offset that has been disbursed on an interstate case.

	2.
	Identifies when a negative (or other) adjustment of the original offset is received.


6.1.7.2 Processing a COL Transaction

Upon receiving a COL transaction:

1.
Locate the CSE case to which the transaction refers;

2.
Identify the information contained within the transaction;

3.
Process and update the account as appropriate; and

4.
Update the case history log as appropriate.

6.1.8 Acknowledgments

Acknowledgment transactions support the Federal requirement in the Code of Federal Regulations 45 CFR at 303.7(a)(2). This section of the CFR requires the State receiving an interstate referral to acknowledge its receipt and provide information to the sending State, such as the case number, and where the case was sent for action. Acknowledgments are also used to satisfy the CFR requirements that a responding State advise the initiating State whether there is additional information needed to process the case or whether the case referral is complete. 

The TFM provides guidance on the specific use and processing of Acknowledgment transactions. Due to the diversity in State laws and policies, States need to consider when Acknowledgments are to be generated, and the actions required, if any, when an Acknowledgment is received. 

6.1.8.1 Building an Acknowledgment Transaction

States are strongly encouraged to automate the building of Acknowledgment transactions. For example, the CSE system can be programmed to automatically generate an Acknowledgment when a new responding interstate case is built. Figure 6-14 illustrates possible steps to build an Acknowledgment.

Figure 6‑14: Steps for Building an Acknowledgment
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Chart 6-14 lists examples of elements or indicators within State CSE systems that can be identified for use as triggers to automatically generate Acknowledgments. 

	Chart 6‑14: Examples of Triggers for Acknowledgments

	1.
	Identifies that a responding interstate case has been added to the CSE system.

	2.
	Identifies whether the referral is complete or incomplete.


6.1.8.2 Processing an Acknowledgment Transaction

Upon receiving the Acknowledgment:

1.
Identify whether additional information is requested;

2.
Provide the information requested;

3.
Refer to a caseworker as appropriate and/or take the next case-processing action; and

4.
Update the case history log, as appropriate.

6.1.9 Reminders

Reminder transactions are used to notify another State that a response, action, or attachment was expected. Reminders are used for multiple business processes (Function codes). 

6.1.9.1 Building a Reminder Transaction

A Reminder transaction can, in many instances, be generated by the CSE system with no manual intervention. This can be accomplished by a system recognizing that information or action requested by another State has not been received within a specified timeframe. Figure 6-15 shows the steps usually taken to build a Reminder.

Figure 6‑15: Steps for Building a Reminder
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6.1.9.2 Processing a Reminder Transaction

Upon receiving a Reminder:

1.
Identify whether documentation on the CSE case has been sent;

2.
Identify whether the action has been completed;

3.
Respond to the Reminder or refer to a caseworker for action as appropriate; and

4.
Update the case history log.

6.1.10 Cancels

Cancel transactions are used to cancel previously issued Requests. Cancels are usually used when a Request has been sent in error, e.g., to the wrong State. This transaction is used with multiple business processes (Function codes). 

6.1.10.1 Building a Cancel Transaction

The caseworker who recognizes that a transaction was generated in error generates a Cancel transaction in most instances.

Figure 6-16 shows the steps usually taken to build a Cancel transaction.

Figure 6‑16: Steps for Building a Cancel
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6.1.10.2 Processing a Cancel Transaction

Upon receiving the Cancel transaction:

1.
Identify the Request previously received, to which the Cancel refers;

2.
Determine the processing of the Request and take action on the case or Request;

3.
Refer to a caseworker if appropriate; and

4.
Update the case history log.

6.1.11 Updates

Update transactions are used to modify a previously sent Request. Updates are used with multiple business processes (Function codes). 

6.1.11.1 Building an Update Transaction

Building an Update transaction is generally accomplished by the CSE system with no manual intervention. Figure 6-17 shows the steps usually taken to build an Update.

Figure 6‑17: Steps for Building an Update 
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6.1.11.2 Processing an Update Transaction

Upon receiving an Update transaction:

1.
Assuming the Update is for a case already established on the CSE system, add the new information to the case and refer to the worker as appropriate;

2.
If the Update refers to a case sent to the Central Registry, which is pending additional information, determine whether this Update contains the requested additional information. Take the appropriate action, e.g., add the case to the CSE system or, if the Update does not provide the necessary information, send another Request to the initiating State indicating that additional information is still required; and

3.
Update the case history log, if available.

6.2 Summary

The goal of the CSENet 2000 application is to expedite interstate case processing and the collection of child support payments by exchanging automated transactions via the OCSE Network. OCSE provides a variety of resource materials to assist States to facilitate communications and conduct interstate IV-D case activities between diverse CSE systems. This document along with the TFM, Data Block Record Layout, and Valid Transactions Table should be used by States to enhance their opportunities to automate transaction processing.

7. Management Information Reports

States receive reports daily from CSENet regarding the interface with the State system and the transactions that have been retrieved and validated. States may also receive a detailed report on transaction errors when errors occur. Further, States may request customized reports from their technical representatives to assist in analysis and troubleshooting.

7.1 State Interface Reports

Figures 7-1 and 7-2 are sample State Interface Reports created during the Receive-from-State Interface and Send-to-State Interface processes. These reports show success or failure information about each file transfer initiated during an interface session. They are delivered to the State during each Send-to-State interface session.

Figure 7‑1: Sample Receive-from-State Interface Report


[image: image47.emf]*************************************************************************                 DFT RECEIVE - FROM - STATE INTERFACE REPORT                  DFT SERVER: PRODUCTION                  FIPS:  5300000                 STATE: State A                 DATE:  Monday, No vember 18, CCYY                 TIME:  01:00:10 PM Eastern Time   LEGEND:              N = There was no file to transfer.           NDS = No dataset is defined for the transfer.           NOA = No attempt was made to transfer a file even if one exists.           ERR =  An error occurred during the file transfer.           TER = The file transfer was abnormally terminated.   NOTE:   The byte counts below do not reflect the carriage return stripped from  each line/record during downloads from non - UNIX Servers and added to each   line/record during uploads to non - UNIX Servers.   _________________________________________________________________________     #Bytes_in_Transactions_from_State=        1393069              #Transactions_from_State=        993         Outgoing_Transactions_Empti ed=        YES   *************************************************************************  


Figure 7‑2: Sample Send-to-State Interface Report


[image: image48.emf]DFT SEND - TO - STATE INTERFACE REPORT                  DFT SERVER: PRODUCTION                  FIPS:  5300000                 STATE: State A                 DATE:  Monday, November 18, CCYY                 TIME:  02:00:10 PM Eastern Time   LEGEND:              N = There wa s no file to transfer.           NDS = No dataset is defined for the transfer.           NOA = No attempt was made to transfer a file even if one exists.           ERR = An error occurred during the file transfer.           TER = The file transfer was abnormally t erminated.   NOTE:   The byte counts below do not reflect the carriage return stripped from each  line/record during downloads from non - UNIX Servers and added to each  line/record during uploads to non - UNIX Servers.   ____________________________________________ _____________________________   #Bytes_in_New_Transactions_to_State=        2506784            #New_Transactions_to_State=        1229      #Bytes_in_Invalid_Trxns_to_State=        0     #Errors_in_Invalid_Trxns_to_State=        0    #Bytes_in_Validation_Rpts_to_Sta te=        613    #Bytes_in_IRG_Master_File_to_State=        N    #Bytes_in_IRG_Update_File_to_State=        N     #Bytes_in_Newsflash_File_to_State=        NDS   NOTE: The results of the Interface Report and Log uploads can only be shown after  attempting to uploa d them, so the next lines are not in the Interface Report  the State receives.      #Bytes_in_Interface_Rpt_to_State=       2381      #Bytes_in_Interface_Log_to_State=       6306  


7.2 Validation Reports

The purpose of a Validation Report is to provide summary statistics of a transaction file from a State CSE system that has been validated by the Transaction Management Application. Figure 7-3 contains a sample Validation Report. 

Figure 7‑3: Sample Validation Report


[image: image49.emf]DFT VALIDATION REPORT    Date Nov 22 CCYY   Created on 13:00:30    File Name: /data/RECV/edit/1200000D   Number of Bytes: 15047068   Number of transactions:  1774   Number of VALID trans: 1592   Number of INVALID trans: 182   Number of errors: 205   Statistics   ************* ************************************************   Number of errors where the mandatory data values are missing:  165   Number of errors where the data values were invalid 9   Number of errors that miscellaneous:  31   Error by Data Blocks:   HEADER     : 150    CASE        : 34    NCP IDENT  : 12    NCP LOCATE : 5    PARTICIPANT: 4    ORDER      : 0    COLLECTION : 0    INFORMATION: 0   


The Validation Report illustrated in Figure 7-4 notifies States when a transaction file has not been completely processed. Note the message at the bottom of the report.

Figure 7‑4: Sample Validation Report When Transactions Are Not Processed


[image: image50.emf]DFT VALIDATION REPORT    Date May 22 CCYY   Created on 09:21:34    File Name: /data/RECV/edit/9100000D   Number of Bytes: 4180      Number of transactions:  0   Number of VALID trans: 0   Number of INVALID trans: 0   Number of errors: 0         Statistics   ********************** ***************************************   Number of errors where the mandatory data values are missing:  0   Number of errors where the data values were invalid 0   Number of errors that miscellaneous:  0     Error by Data Blocks:   HEADER     : 0    CASE       : 0    NC P IDENT  : 0    NCP LOCATE : 0    PARTICIPANT: 0    ORDER      : 0    COLLECTION : 0    INFORMATION: 0    CSENET TRANSACTION FILES RECEIVED BY THE OCSE SERVER ARE STILL BEING PROCESSED. IF  YOU HAVE QUESTIONS, PLEASE CONTACT YOUR CSENET 2000 TECHNICAL REPRESENTATIVE OR   THE SERVICE DESK AT 1 - 800 - 258 - 2736.  


When a transaction file has been validated, and some transactions contain errors (have been invalidated), the Validation Report contains high-level reporting of the number of invalid transactions, number of errors, and data blocks in which the errors occurred. (The Transaction Error Report in Section 7.3 contains detailed information on errors.)

7.3 Transaction Error Reports

Figure 7-5 contains a sample of a Transaction Error Report. This report displays the specific transactions that generated errors during the validation process. It also displays the error code, and the message that indicates the source of the error. (Refer to Appendix K, “Transaction Error Record Layout”, for a detailed format.)

Figure 7‑5: Sample Transaction Error Report


[image: image51.emf]000003 1600005 5300000 000075   R LO1   20011212   E571   000000001829 Invalid  Send Payments Bank Account   000004 1600005 5300000 000075   R LO1   20011212   E572   000000001829 Invalid  Send Payments Routing Code   000005 1600005 FO00000 000115   R LO1   20011212   E904   0000000018 30 Invalid  Other Fips State  


7.4 Ad Hoc Reports

CSENet 2000 provides management information (M/I) reports to States upon request. The reports provide information on transaction traffic by State and for the CSENet user community as a whole, as well as Exchange Agreements by State. These reports are available to States as formatted printable reports (HTML and Word) or delimited file output. The delimited file output can be used for input to another system. Reports may be requested by contacting a CSENet technical representative. Some data is also available on the OCSE Web site.

7.4.1 State Transaction Reports

The State Type of Transactions Report may be requested by a State through the CSENet End User Support team. This report presents high-level summary data of transactions sent and received by an individual State. Although the time period for this report is usually one month, it may be generated for a date range specified by the requesting State. The report contains the number of transactions by Function code and the total number of transactions for the period specified. 

7.5 Future Reports

The next stage of CSENet M/I reports will evolve during the re-evaluation of the business needs for CSENet 2000. This business evaluation will provide the opportunity to develop reports that States may use to determine their engineering and management needs. States are encouraged to contact their technical representatives with comments and suggestions.

8. Technical Support for States 

The end user support (EUS), network, and software teams work in tandem to provide a wide range of technical and functional support to all 50 States, three territories (Virgin Islands, Puerto Rico, and Guam), and the District of Columbia. This section briefly discusses the various areas of support including the Service Desk (1-800-258-2736) and suggests ways in which the nationwide child support user community may use the resources available. 

8.1 Technical Support Services

Network and software engineers provide technical support to ensure reliable transmission of child support information over the OCSE Network. To maintain an efficient telecommunications network, staff developed utility tracking and management tools to monitor the daily performance of the network and its applications. Using these tools, the teams are able to proactively detect and diagnose problems or issues that may occur with the OCSE Network or the CSENet 2000 Application Suite. Detailed information about the network can be found in Part 2.0, “OCSE Network Architecture”. Detailed information about the application can be found in Part 3.0, “CSENet 2000 Application Suite”.

8.1.1 Network Team

To ensure sustained network connectivity, the network team is involved in monitoring, testing, and troubleshooting on a daily basis. 

8.1.1.1 Monitoring 

The team monitors the network by observing and reviewing:

· critical activity such as circuit status, access, and availability of State child support enforcement (CSE) systems;

· access and availability of analog lines for back-up communications;

· data transmission rates;

· traffic volume; and 

· unauthorized router access attempts. 

Unusual activity is investigated, particularly activities that could indicate imminent loss of connectivity with a State, e.g., an unstable frame-relay circuit. 

8.1.1.2 Testing 

Network testing is an automated process that verifies connectivity to States on an ongoing basis. Occasionally, the State host does not respond to queries, indicating an apparent break in communications between the remote host and the remote router. State communications coordinators are notified when communications cannot be established between these two devices. 

8.1.1.3 Troubleshooting

Network troubleshooting often requires the use of operating-system embedded utilities, such as Traceroute, which can highlight State devices that are not responding to network queries. Additional effort and expertise is applied when more subtle or complex issues prevent the immediate reestablishment of network connectivity. The team has the ability to produce customized reports to aid in troubleshooting and establishing trends. Simulations may need to be set up to emulate the environment from which the problem emerged. In these cases, a considerable degree of analysis is employed before probable causes can be identified and resolutions reached. 

8.1.2 Software Team

The software team performs various activities to ensure that the CSENet 2000 Application Suite is operational on a daily basis. The team is responsible for monitoring and managing the application and providing additional support to meet States’ needs.

8.1.2.1 Monitoring 

The team monitors the daily data exchange activities of the CSENet Application Suite, to ensure there are no unusual occurrences between CSE systems and the OCSE server. An unusual activity can be low-impact ( affecting only one State ( or high impact ( affecting more than one State. Low-impact activities include State interface errors, which are resolved by the software team. High-impact activities, e.g., several States not receiving their files, are identified and resolved.

8.1.2.2 Management

The team manages several components of the CSENet Application Suite by updating and ensuring data integrity. The components include:

· State Profiles;

· automated test interfaces; and

· Exchange Agreement communications matrix.

8.1.2.3 Additional Software Support 

The team provides additional support to the States by:

· performing manual test interfaces; 

· modifying the Test Deck to meet a State’s particular need;

· customizing a special test per a State’s specific request;

· creating ad hoc reports;

· responding to States’ programming needs; and

· answering various applications questions.

8.1.3 End User Support (EUS) Team

The EUS team is the States’ contact for the OCSE Network and CSENet 2000 questions and issues. The team works in concert with the engineers to provide technical and functional support. Support by this team is varied and includes, for example:

· analyzing transaction files, identifying errors, and informing States of interface issues;

· coordinating testing for States;

· assisting States in their development efforts;

· enabling communications between States to exchange specified Function codes; and

· providing expertise, analysis, and information in a wide range of technical and business usage areas.

8.1.3.1 File Analysis, Error Identification, and Interface Issues

A variety of internal utilities are available to assist EUS in performing file analysis, identifying errors, and detecting interface issues. These tools are used by the team to provide timely and detailed information to States in production and development. 

8.1.3.1.1 File Analysis and Error Identification

The Transaction Management Application (TMA) is a group of functions in the CSENet suite used for validating the Retrieve-from-State transaction file, database loading, and routing CSENet transactions. The transaction validation process enforces data integrity and promotes standardization throughout the CSENet user community. The TMA verifies each transaction received from a State system against the rules, constraints, and data formation standards specified in Appendix C, “Data Block Record Layout”. Two reports are generated daily and sent to States: 

· Validation Report shows error statistics for a s State’s transaction file that has been through the validation process. In the event that a transaction file is not completely processed, the report contains a message to notify the State; and,

· Transaction Error Report (or the Error Report) contains error messages for each transaction error detected during the transaction file validation process.

The team also analyzes these reports on a daily basis. The Transaction Error Report is an invaluable tool used to identify the validity rate of transactions sent by each State and to target transactions that merit further review and analysis. A sample of the Validation Report and Transaction Error Report can be found in Section 7.3, “Transaction Error Reports”.

8.1.3.1.2 Interface Issues

The State Interface Application generates the following reports that are useful in detecting interface issues:

· Interface Logs detail output about the pings, logons, and file transfers during the interface session;

· Interface Reports provide summary information concerning the interface file transfers and any errors encountered during the interface session; and

· Interface Summary, plus any interface errors, is written to a Server Interface Report for use by the CSENet team for system management.

The team also reviews the Interface Logs and Reports daily. If ping, logon, or dataset errors are found, the State is contacted and informed that an interface issue occurred and that its file most likely was not retrieved or delivered. (For additional information, refer to Appendix H, “File Transfer Frequently Asked Questions”, and Appendix M, “State Interface Errors and Resolutions”.) 

8.1.3.2 State Testing 

States have the option of testing with the OCSE server using loopback testing or testing with other States. Review of the testing errors, providing clarification regarding transaction rules, and Transaction Functional Matrix (TFM) information found in Appendix D is typical support provided on a daily basis. Additional information on testing may be found in Part 3.0, “CSENet 2000 Application Suite” and Part 4.0, “Integrating CSENet 2000 in a State CSE System”.

8.1.3.3 States’ Functional Development

Approximately two thirds of States and Territories are currently fully functional; the remaining jurisdictions are progressing toward full functionality. EUS works closely with the States, assisting the user community in their development efforts by:

· coordinating testing for States’ new Function codes, analyzing test files, and providing feedback concerning errors;

· clarifying the use of valid data blocks and elements in the Data Record Layout; 

· providing guidance and information concerning transaction business usage and interpreting the TFM; 

· responding to questions concerning the Valid Transactions Table and explaining allowable valid transaction combinations; and

· monitoring new Function codes once they are moved into production.

8.1.3.4 Communications and Exchange Agreements 

Once States implement new Function codes into production, they contact other States to expand their exchange agreements. Both States then contact their technical representative or Service Desk to enable communications for the new Function code. The database is updated and the States are notified once communications have been enabled. 

8.1.3.5 Informational

In addition to the daily tasks surrounding testing, transaction usage, errors, and interface issues, the team is actively involved in developing and disseminating technical and functional information to the States by:

· maintaining and providing statistics to assist States in their planning and development efforts;

· conducting data analysis for software modifications and enhancements; 

· providing information to States as they undergo the certification review process;

· coordinating teleconferencing and compiling information for new site installation and equipment moves; and 

· providing information as States move into production.

8.2 Service Desk

Service Desk support is available during the business hours of 8:00 am to 5:00 pm (Eastern) and may be reached at 1-800-258-2736 or CSENet.2000@lmco.com. When a State requests assistance through the Service Desk, a Service Request is initiated detailing the issue or request. Often the CSENet teams combine their efforts to resolve a State’s issue. Teleconferences may be coordinated with the end-user community to obtain additional information and provide support that is more readily addressed in a two-way dialog. Most Service Requests are resolved within a 24-hour period. Service requests are closed after a response is provided to the initiating State. Figure 8-1 provides a visual summary of technical support. 

Figure 8‑1: Service Desk and Technical Support Staff
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DFT SEND-TO-STATE INTERFACE REPORT 


              DFT SERVER: PRODUCTION 


              FIPS:  5300000


              STATE: State A


              DATE:  Monday, November 18, CCYY


              TIME:  02:00:10 PM Eastern Time


LEGEND: 


          N = There was no file to transfer.


        NDS = No dataset is defined for the transfer.


        NOA = No attempt was made to transfer a file even if one exists.


        ERR = An error occurred during the file transfer.


        TER = The file transfer was abnormally terminated.


NOTE:   The byte counts below do not reflect the carriage return stripped from each line/record during downloads from non-UNIX Servers and added to each line/record during uploads to non-UNIX Servers.


_________________________________________________________________________


#Bytes_in_New_Transactions_to_State=        2506784


         #New_Transactions_to_State=        1229


   #Bytes_in_Invalid_Trxns_to_State=        0


  #Errors_in_Invalid_Trxns_to_State=        0


 #Bytes_in_Validation_Rpts_to_State=        613


 #Bytes_in_IRG_Master_File_to_State=        N


 #Bytes_in_IRG_Update_File_to_State=        N


  #Bytes_in_Newsflash_File_to_State=        NDS


NOTE: The results of the Interface Report and Log uploads can only be shown after attempting to upload them, so the next lines are not in the Interface Report the State receives.


   #Bytes_in_Interface_Rpt_to_State=       2381


   #Bytes_in_Interface_Log_to_State=       6306
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DFT VALIDATION REPORT 


Date May 22 CCYY


Created on 09:21:34 


File Name: /data/RECV/edit/9100000D


Number of Bytes: 4180 


Number of transactions:  0


Number of VALID trans: 0


Number of INVALID trans: 0


Number of errors: 0




Statistics


*************************************************************


Number of errors where the mandatory data values are missing:  0


Number of errors where the data values were invalid 0


Number of errors that miscellaneous:  0


Error by Data Blocks:


HEADER     : 0 


CASE       : 0 


NCP IDENT  : 0 


NCP LOCATE : 0 


PARTICIPANT: 0 


ORDER      : 0 


COLLECTION : 0 


INFORMATION: 0 


CSENET TRANSACTION FILES RECEIVED BY THE OCSE SERVER ARE STILL BEING PROCESSED. IF YOU HAVE QUESTIONS, PLEASE CONTACT YOUR CSENET 2000 TECHNICAL REPRESENTATIVE OR THE SERVICE DESK AT 1-800-258-2736.
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000003 1600005 5300000 000075
R LO1
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000000001829 Invalid Send Payments Bank Account
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R LO1
20011212
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000000001829 Invalid Send Payments Routing Code


000005 1600005 FO00000 000115
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DFT VALIDATION REPORT 


Date Nov 22 CCYY


Created on 13:00:30 


File Name: /data/RECV/edit/1200000D


Number of Bytes: 15047068


Number of transactions:  1774


Number of VALID trans: 1592


Number of INVALID trans: 182


Number of errors: 205


Statistics


*************************************************************


Number of errors where the mandatory data values are missing:  165


Number of errors where the data values were invalid 9


Number of errors that miscellaneous:  31


Error by Data Blocks:


HEADER     : 150 


CASE       : 34 


NCP IDENT  : 12 


NCP LOCATE : 5 


PARTICIPANT: 4 


ORDER      : 0 


COLLECTION : 0 


INFORMATION: 0 
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*************************************************************************


              DFT RECEIVE-FROM-STATE INTERFACE REPORT 


              DFT SERVER: PRODUCTION 


              FIPS:  5300000


              STATE: State A


              DATE:  Monday, November 18, CCYY


              TIME:  01:00:10 PM Eastern Time


LEGEND: 


          N = There was no file to transfer.


        NDS = No dataset is defined for the transfer.


        NOA = No attempt was made to transfer a file even if one exists.


        ERR = An error occurred during the file transfer.


        TER = The file transfer was abnormally terminated.


NOTE:   The byte counts below do not reflect the carriage return stripped from each line/record during downloads from non-UNIX Servers and added to each line/record during uploads to non-UNIX Servers.


_________________________________________________________________________


  #Bytes_in_Transactions_from_State=        1393069


           #Transactions_from_State=        993


      Outgoing_Transactions_Emptied=        YES


*************************************************************************
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