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MS. RANGARAJAN:  Thanks everybody for coming to this session, especially after Bob Granger's pitch.  I thought everybody would be at the other session.



But what we'd like to do today is talk about what we've learned so far from the post-employment services demonstration.  



As I mentioned earlier, the demonstration was funded by ACF, and grants were awarded to four states, to Chicago, Illinois, Portland, Oregon, San Antonio, Texas, and Riverside, California.  



And Illinois was the lead state in coordinating the evaluation.  And Dave Gruenenfelder was the project officer for the evaluation for the demonstration programs.  And Mathematica did an evaluation of the post-employment services demo, and I worked heavily on the project.



So what we thought we would do was try to make this session sort of as interactive as possible, try to get some of your feedback, and maybe periodically break and pause for questions not just talk all way for an hour and a half and then ask -- you know, break at the end. 



So I think what we'll do is I'll just start off, and then Dave is going to pitch in in the middle.  

We also left some posted notes.  I guess one question I'd like to ask is, there's probably several state people here, and I'm curious to know how many of you are thinking of doing some job retention program or are currently in the process of doing some kind of job retention services.




(Whereupon, there was a show of hands.)



MS. RANGARAJAN:  Okay.  Great.  If you could, you know, there's some stickies, post-its that are sort of laid on each table.  If at some point as we go along, you could maybe jot down what your key intervention is and what kinds of things you're doing. 

It would be good to see if we have any common lessons that we can share and if you are experiencing some of the same things that post-employment services did.  And if there's time at the end, maybe we can talk a little bit about what you guys are finding too.



So I think I'm actually going to go near the slide projector.



MR. GRUENENFELDER:  And I promise I am going to say a little bit, but not much.  I made Anu do almost everything here, so a little bit later.



MS. RANGARAJAN:  Okay.  To provide sort of an overview of what we're going to talk about today, I'm going to start by talking a little bit about the challenges to sustained employment, a flipped order of the first two.  



You know, what kinds of values do welfare recipients face or challenges do they face as they're making this transition into the world of work and also what are their experiences.  What kinds of jobs do they get?  What are certain characteristics of these jobs?



As Mark Greenberg mentioned at lunch today, we know very little about what's happening to people once they find jobs.  So I'm going to talk a little bit about that, talk about the post-employment services demonstration, what the intervention was, focusing on both the implementation findings and the impact findings.



What I'd like to do then is talk a little bit about what lessons we learned from the post-employment services demonstration both for job retention services for different programs that are attempting to provide job retention services and also for program evaluation.  What lessons do we learn for designing evaluation?



Finally, if there's time, we'd like to talk a little bit about a framework for setting up program design.



The basic problem of job retention is that many welfare recipients find low-paying, entry-level jobs and have a hard time holding onto their jobs.  For instance, for a sample of 1,200 welfare recipients that we followed who had found employment, the average hourly wage was about six dollars per hour.  



And as you can see from the graph, only about five percent were making more than ten dollars, and nearly a third were earning less than five dollars.  So in general, they're making -- they're starting off in that, you know, six- to seven-dollar range, closer to the six-dollar side here.



When you look at their job characteristics, we find that less than half of them get benefits on their job, for instance, health insurance, paid vacation, and only a quarter of them actually get paid sick leave offered in the job.  So these are jobs that generally don't offer benefits, or less than half the jobs offer benefits.



Another interesting thing we found was nearly a quarter of the welfare recipients who found jobs were in temporary jobs, either jobs that they found through temp agencies or jobs that were temporary when they started.  



And this is sort of -- this reflects a growing phenomenon in the economy.  And about a third of the jobs were nonstandard hours, that is jobs where people worked either evening or night shift or where the shift work varied from week to week. 



And as I'll talk to you later, the -- this makes the problem of child care and transportation much more complex.  If you don't know what hours you're working from one week to the next, finding reliable child care arrangement becomes much more complex.



When we followed -- when we tried to look at how long people stay employed and what their employment experiences are, basically we find that employment spells are fairly short.  On average, they last for about five months, and nearly 70 percent of the jobs end with the year.



We also found that the first six months after job start is a fairly critical period.  People who manage to stay employed during the first six months after they start tend to be able to stay employed for much longer.  So the first six months is generally a critical period where we may need to focus services and attention on.



Finally, we also found -- we looked to see how -- whether the people who had found jobs and lost them came back onto -- came back to find other jobs again.  And most of the people do, except it takes a fairly long time.  On average, it took about nine months for people to find other jobs.  So the spells of nonemployment are generally fairly long.



Using national data, we also looked at people's employment patterns over a five-year period.  So we chose a sample of welfare recipients -- and I should put in the caveat that this is all pre-data -- using the national data set, we identified welfare recipients who had found jobs and tried to track their employment behavior over time.



And essentially what we find is that about 30 percent, 30 to 40 percent, depending on which data set we use, those people manage to hold fairly stable employment.  So when we look at a five-year period, they're employed most of the time over the five-year period.



There's another 40 to 45 percent who have fairly intermittent jobs.  That is they're moving in and out of jobs and have sort of short spells in and out of employment. 



And then there's another 25 to 30 percent that have fairly long spells of nonemployment.  They typically tend to lose their jobs and then find -- find it difficult to find other jobs again.



So the good news is that not every welfare recipient who finds jobs has a hard time holding onto their jobs, but there is a significant number, 60 to 70 percent, that have -- that have difficulty.



We also looked at what -- what kinds of problems made it difficult to hold a job.  So we asked these employed welfare recipients what job-related problems they face.  



And as you can see from the graph, about 40 percent of the people report some problem at work.  And typically this was -- these were things like getting along with coworkers, getting along with the supervisors.  That was the most strong reason.  



And then some say they didn't like their job, or they were frequently absent, and those were the problems that -- but the point here is that nearly 40 percent have job-related problems.



And then about 70 percent reported some other problems, some nonwork-related problems.  Child care was a big issue.  Budgeting, finances was another issue, and family problems.  Those were three fairly strong frequently reported challenges.



Now, we've all heard about child care and why child care -- that child care and transportation are big values.  One of the sort of interesting things when we probe further into what aspects of child care were difficult, the biggest problem is that people who have infants, who have sick children, or who have non -- who work nonstandard hours tended to report more child care problems.  Those were bigger child care issues.  



People who had relatives taking care of the children, a lot of the families had relatives taking care of their children.  And research shows that folks who have relatives taking care of their children tend to have shorter spells of employment than those who have their children in day care, regulated day care.  So that was another issue.



And finally, accessing funding.  A lot of state responses to the child care problem has been to put money into the child, you know, provide child care subsidies.  But in many cases, accessing these subsidies was fairly difficult.  Either the paperwork was complicated or they had to fill complex forms out.  So even in cases where funding may have been available, often accessing them was pretty hard.



Other aspects, you know, budgeting.  People lose many benefits.  We heard both in the morning and afternoon that transitional child care, Medicaid are not being fully utilized, and many people who qualified for these subsidies did not use them.  So when someone finds a job, they leave -- they exit welfare, they also lose these other benefits and find it hard to cope.



So basically, these -- this is sort of just to set up scenario and say that yes, you know, job retention was a problem for many welfare recipients, and these were some of the reasons why holding the job was difficult.



Before I move to talking about the post-employment services demonstration and what the intervention was, are there any questions about the research findings here?



VOICE:  Yes.  When you talk about long and short spells of unemployment, what is your sort of definition, because you said nine months is the average, and then is short two months or --



MS. RANGARAJAN:  The question was, how -- how are we looking at employment spells and nonemployment spells.  We basically look at the continuous months of employment in any job or continuous months --



VOICE:  The definition for the --



MS. RANGARAJAN:  Nonemployment?



VOICE:  -- nonemployment.



MS. RANGARAJAN:  Yes.  It's between the time they lose a job and don't find any other job again.  That's the months that they're not working, they're not employed.



VOICE:  If it's short, how many months do you mean?



MS. RANGARAJAN:  Short for --



VOICE:  I think the term you used --



MS. RANGARAJAN:  It's five months.  They basically stay employed for about five months, and then they have long spells of nonemployment.  They take nine months before they find jobs.



VOICE:  I'm not clear.  The information that you have on the characteristics and all that, was that from the sites where you did the post-employment, or was that the national data set?



MS. RANGARAJAN:  We did studies with both data sets, and the results are largely consistent.  We used the national data set.  The national data set stops a little bit earlier.  This study goes a little bit further into -- it goes up through 1996.  So we used both data, and the results are very similar.



Yes.



VOICE:  Are you going to show us how case management effects these problems?



MS. RANGARAJAN:  We'll talk about that, or more what -- how case managers may want to try to address these problems.



VOICE:  You mean they didn't address those problems?



MS. RANGARAJAN:  Some of what we learned here -- they did address these problems.  They tried to address these problems.  



Part of what we learned from the demonstration was that there were things that they had not expected that sort of came up as they were dealing.  

So the -- what we learned from here hopefully will guide other problems or if other programs want to do case management, these are the kinds of things they need to focus.



Yes.



VOICE:  Starting with budgeting.  Is this a lack of communications?  Was this a perceived loss of benefits, or was it an actual loss of benefits?  

MS. RANGARAJAN:  Okay.  The question is with respect to budgeting, was it a perceived loss of benefits or actual loss of the benefits.  



The actual take-up rate, we try to look at how many people were eligible for transitional benefits and how many of them actually had transitional child care.  It was much lower.  



So I think there is basically -- there is a gap in terms of many people who could still qualify for child care subsidies or Medicaid were not utilizing them.  The reasons may be because they had some other form of health insurance.  Maybe they had their relatives taking care of the children.  So there actually was a loss.



The other thing is that some -- some people actually lost housing subsidies and lost food stamps.  So it's not -- not their own perception.



The other problem with respect to budgeting is just the concept of budgeting, the concept of moving from a welfare check every month to actually dealing with getting a paycheck, a paycheck that might not be the same from one month to the other.  So it's sort of a broader problem than just benefit losses.



Yeah.



VOICE:  I have a question about the problems at work.  Were any of those related to specifically having been a former welfare recipient and/or racial discrimination?



MS. RANGARAJAN:  The question is, problems at work, whether that was related to being a welfare recipient or being discrimination.  



We did focus groups and, you know, in some focus groups, some welfare recipients did say that they felt stigmatized because they were a welfare recipient, or some felt that they had been discriminated against.



I don't -- we didn't ask that question in the big survey.  It was just they reported problems at work.  I think the percent that actually reported discrimination in the big survey was much smaller, probably racial discrimination or welfare discrimination.  We combined whether they were discriminated against for any of these and whether they felt they were discriminated against.  And I think that was less than five percent who reported that.  



Okay.  Turning to the post-employment services demonstration.  This demonstration was implemented -- I guess was funded in 1993 and was implemented in 1994.  And the programs operated between 1994 and 1996.  



The four sites who were awarded grants to run the post-employment services programs, they were, as I said earlier, were Chicago, Portland, Riverside, and San Antonio, Texas.



Over a 12- to 18-month period, newly-employed welfare recipients were identified.  The general guidelines of these should have been JOBS participants and JOBS mandatory participants, those who were required to participate in the JOBS programs.  



This was not a voluntary program, so people didn't sign up for it.  Newly-employed welfare recipients were identified and once they were identified, they were randomly assigned either to a program group, the treatment group, or to a controlled group.  And those assigned to the treatment group could get case management services.  I'm going to talk about that in a little bit.  



Each of -- each of the sites set up its PESD program as an extension of their JOBS program.  So they were not -- they were not part of JOBS, but they were run similarly to JOBS.  In some sites, they set them up completely in separate buildings.  In other places, it was where the JOBS case management, the placement center was.



Each site hired three to five case managers to provide services.  And overall, over the whole period, caseloads -- each case manager was assigned, depending on the site, anywhere between 100 to 170 clients.  Not all of them were active.  And the average number of active caseload was somewhere between 40 and 40 depending on the site.



VOICE:  Forty to seventy at the site or forty to seventy --



MS. RANGARAJAN:  Per case manager.  Per case manager.  Forty to seventy per case manager.



This -- the case managers basically took a fairly flexible and personalized approach to service delivery.  The first thing they had to do was to call all the people who were assigned to them.  So they did a lot of outreach.  They called people.  



They had to tell them about the program services.  And they basically were willing to meet them outside of the welfare office to go to where they were working, often willing to meet them in the evenings.  

And the programs tried to be creative in how they could remain accessible to clients.  In one site, they had voice mail.  In other site, they kept answering machines or people carried cell phones or beepers.  So they really tried to make an effort to stay in touch with clients.



And all clients got -- were entitled to get at least six months of services.  The latest cohort of people got six month of services.  Some of the earlier people could get longer periods of services.



At the time, the JOBS program had initial employment expenses which varied from site to site.  And these programs enhanced those temporary payments, expense payments.  They either increased the amount of money that could be made for employment-related expenses, or they also allowed the case managers to make payments for more -- for -- they sort of liberalized what they could make payments for.



Just to set a little bit of context what was available to those in the control group.  On paper, they could get 90 days of JOBS case management services.  In reality, they didn't get that much of JOBS case management services.  JOBS case managers had the welfare caseload to deal with too.



As I mentioned, there was some initial employment expenses in each site.  There were also some variation across the sites in what was available to control groups both in terms of the employment expenses, but also in terms of the services that controls could get.



For instance, in the Riverside program, you've probably all heard of the GAIN program, which is -- which takes a fairly -- which has a strong work approach.  Most welfare recipients in Riverside are GAIN -- are required to participate in the GAIN program and do work search or basically find jobs fairly quickly.  So that was the context in which the control group was operating in Riverside.  



And because California is such a high-benefit state, most of those in the control group, even if they had found jobs, were still on the AFDC.  About 70 or 75 percent were still on AFDC because of their disregard policy as well as the high benefits.  So if they lost their jobs, they would be fairly quickly subject to GAIN rules.



And Portland, the program itself operated out of its -- they selected people who had participated in this job placement center.  They had a very nice job placement center with a great resource room and reasonably small caseloads for the case managers.  So control group members in Portland had built up some kind of relationship with the placement center staff and had access to their resources room if they wanted to.



So just -- but by and large, this was -- the new services being provided were these extended case management services.



Dave, do you want to say a little bit about Illinois?



MR. GRUENENFELDER:  Sure.  I'll tell you a little bit about the control environment in Illinois first and then something about the experimental group.



Our JOBS case managers when we started this in 1994 had pretty sizable caseloads, about 120 cases each.  They didn't have much time to provide post-employment services, particularly those who had left welfare.  



I mean, the more serious problem were the people who were still on welfare and didn't have jobs at all.  They were providing services to them first, and so the services we were providing to our controls weren't that strong.



The initial employment expenses we provided under control policy was fairly generous.  It was actually $400 per year.  You had to request that within 30 days after the job start.  That was for the controls.



We also the year before had started a fairly generous earned income disregard policy whereby two dollars out of every three dollars were disregarded for a flat amount for an unlimited period.  Now, that policy was available to controls and experimentals both, so that might have helped out the controls a little bit in this research.



When we started this project, there were two JOBS offices in Chicago, one on the north side and one in Chicago.  And we put the new unit at a third office that was physically separate.  It was in one of the 25 or so local offices that provide services to TANF clients in the city.  



And we put it into a new, pretty well spruced-up office, bought new furniture, painted it, and made it look as nice as we could, gave it a new name, sort of tried to give it a unique identity from the department.  



Some of the letterhead that we used to mail out correspondence, instead of saying -- having the agency name on it, instead just had the Bridge's logo on it.  So we tried to make it as unique as possible.



We had some hand-picked staff.  We had five staff.  We had a clerical person, a supervisor, three job retention coordinators, and then one half-time job developer.  



One problem.  Sometimes with pilot projects like this is that it's hard to generalized, because the staff that you have running them probably aren't just typical staff but maybe a little bit better than average.  And that probably happened with us here too.  These were not just sort of staff who were picked at random.



The job developer had special responsibilities for developing job leads individually, and they did group work as well.  They also connected people with job fairs, and they took advantage of job placement contracts that we had in the city.  Those job placement contracts were also available to the control group.



The caseloads built up pretty rapidly.  By late 1994, they were up to about 100 per worker.  By a year later, they were as high as 185 per worker.  And we had successfully contacted 85 percent of all the people who were on the caseload.  



So late in the project, we -- people were fairly busy, especially as there seemed to be quite a bit of job loss, and people were pretty active in trying to help with reemployment.



When we started in May of 1994, we didn't have the whole program design figured out by any means.  It was sort of an evolving program.  I think we may have spent six months or so trying to get the fine -- things fine-tuned.  



For example, at first, we intended to contact clients once per month.  We didn't do that.  Instead, we contacted them more frequently, in the first week, second week, fourth week, sixth week, and then once monthly beyond that for the first six months.  So we -- but that policy probably was not nailed down until the fourth or fifth months.



So I think that also happened in some of the other states and might account in part for some of the lack of impacts in this study.



Under the treatment policy, we had a considerably more generous employment expense.  Instead of $400, we had $1,000 available per year.  And that money could be spent on different kinds of things.  It covered rent, moving expenses, regular clothing, rather than just work clothing, phone bills, utility bills, gas and child care and transportation.  



You could ask for it later than 30 days after a job started.  And also, we paid this to people who had lost their jobs and hadn't come back on welfare.  Previously you had to return to welfare in order to be eligible for job search transportation expenses.  You didn't have to under the Bridge's program.  



Workshops are a pretty important part of what we did in Chicago.  People were called in for group sessions.  We tried to give them useful sessions on earned income tax credit.  We invited in employers to describe their industries and to provide job leads.



For people who lost their jobs, they were provided with job search, job readiness, and sometimes education and training services.  



And we did have a sanction policy in place.  People were told up front that this was a mandatory program and if a person lost their job and they couldn't be actively engaged by the job retention worker, there was a possibility of the sanction taking place.  And some of those did actually take place.



So I'm going to turn it back to you for a moment.



MS. RANGARAJAN:  Before turning to the evaluation, do you have any questions about program implementation?



Yes.



VOICE:  I'm having a hard time figuring out what percentage of the people typically and how you measure it in a month were actually receiving welfare during this?



MS. RANGARAJAN:  It varied a lot of by -- the question is, how many people were receiving welfare typically during this time.



The one thing is, that I didn't mention, was the four sites that the -- that were selected were very different in terms of the welfare benefit policies and then the earnings with regards to.  And the mandates of the program were to serve all people assigned to the program regardless of whether they were still receiving welfare or not.



So it varied largely by site.  In Texas, it was as low as 20, 30 percent, whereas in Riverside, it was 70, 80 percent.  Basically, it was just a function of state's earning disregards policy.



Any other questions?



Yeah.



VOICE:  Is there a special assessment done on these people who entered the program?



MS. RANGARAJAN:  Who entered the program?



VOICE:  Is there a special assessment for these people who enter the program?



MS. RANGARAJAN:  No.  The question is, was there any special assessment done for people to be in the program.  



No, we -- we think, as we'll talk about it later, maybe that's one of the lessons we learned, that maybe you do need more assessments done.



The way it worked was anybody who was identified as having found a job who had been part of the JOBS program, the capital J-O-B-S program, and had found employment and a case manager identified or somebody was notified in the welfare agency that this person had found a job were assigned -- they were assigned to the program.



So some of them were more job ready, and some were less job ready.



MR. GRUENENFELDER:  In Illinois, there had been an assessment done usually at JOBS offices first, and that was physically sent over to the Bridge's office, and then usually the experimental worker kind of looked over it.  In the first face-to-face contact, they went through it to see if anything was wrong or needed to be updated.



MS. RANGARAJAN:  Okay.  So there were three main components of the evaluation.  One was sort of an in-depth component, and that was the piece that pertained to the challenges that clients face and their experiences.  And I sort of talked to you a little bit about what we learned from doing this more in-depth component.



The second component is implementation of process study, and the goals of that were basically to understand how services were delivered, what the challenges are to service delivery and also to provide some interpretation for the impact findings.



And the third was an impact study which basically addresses the question of how effective are the programs.  Are we -- is this the best use of resources?



Now, just to -- okay.  Basically what I've put up here is a graph that just shows outcomes for those in the treatment group.  Okay?  So many studies 

-- some agencies or some programs that are providing services, job retention services, may basically not want to do an impact analysis or random assignment kind of evaluation, but just say let's just focus on the outcomes that people in the program have and see how effective these programs are.



So if you just look at the outcomes for those in the treatment group or the program group, basically what we find is that people are employed anywhere between about 60 to 80 percent of the time.  Actually, this was over a two-year period.  So they're -- the basic employment for those in the treatment group is about 60 to 80 percent of the time over a two-year period.



So by itself, it looks, you know, pretty good.  Especially San Antonio looks pretty good, 80 percent of time you'd say this program is a success.



And I just sort of want you to keep this in mind as we go along to sort of explain or to see why it's important to do a more rigorous evaluation.



Now, we collected a variety of data for this study.  We had both quantitative data as well as qualitative data.  We used administrative records data.  We had -- that was the prime resource for this -- the full impact analysis, the final impact analysis.  We also conducted a survey with a subset of those who had -- a random subset of those who had found jobs and did study that.  



We also collected a variety of qualitative data from focus groups, from case conferences, which is basically looking at case files of randomly chosen clients and discussing those with the case managers and conducting several rounds of site visits.



Okay.  So the first thing I'd like to talk a little bit about is what did we learn from the process or implementation study.  One thing was most clients -- you know, these programs seem to do what they were supposed to do -- most clients were contacted.  



I mean, as I mentioned earlier, this was not a voluntary program.  Welfare recipients were identified and then chose -- selected at random to be in one -- the program group or the control group.  



So clients -- case managers who were assigned clients had to call these families, these people, tell them about the post-employment services demonstration, what services they had to offer.  



And often people were pretty skeptical because this was something new.  They didn't know anything about this new program, and it's like why would anybody want to just give us services.  I mean, so it was -- it took some amount of reaching out and convincing people.



And basically the case managers made contact with about half the people, about 50 percent of the people in about three weeks, and the vast majority within six weeks were contacted.  And these were not just letters that were sent out.  Letters were routinely sent out to everybody.  But they tried to establish a phone contact or a personal contact.



On average, the contact levels were about one contact per month.  Again, these were either a phone or -- a phone contact or a face-to-face meeting.  And contact levels were higher early on in the program and then fell over time as the programs had expected.  



And to just give you an example of some of the kinds of services.  One of the key service that the case managers provided was counseling or morale boosting, basically just talking to people, making sure they were doing okay.  They were asking them about how things were going on the job and so on.



And between 60 to 80 percent of the clients in the four sites received counseling or morale boosting kind of services.  Another 40 percent received job search assistance.  Pretty consistent across the four sites.



Again, case managers worked with, you know, dealing with the benefits issues.  These were basically for people who weren't getting child care benefits.  They -- they hadn't reported that they had exited welfare because of employment.  They weren't qualified to get transitional benefits.  



Case managers often had to call the transitional child care agency folks, try to fix that problem, or other kinds of benefits issues.  And expense payments, too, were fairly high in three of the four sites, which had more generous expense payments allowed.



In sort of what we summarize from the implementation analysis or the process analysis is that it is possible to establish and maintain contact with newly-employed welfare recipients.  But it does take some effort.  What we found was that or what the case managers found was that many people did not want services.  



They needed to be flexible and needed to be creative in order to be able to reach many of who they wanted to reach.  And part of the thing was, many of these welfare recipients had just found jobs.  They already had to deal with all the things that they had to deal with as they started a job.  And the last thing they wanted to do was to go to the welfare office to meet with this new job retention case manager.  



So the programs had to be pretty creative.  They tried to have people come into workshops.  They sometimes offered food or pizza for people to come.  In another program that we're studying, they offered -- they got donated goods from the community, like bicycle helmets, a child safety locks, or something to lure people to the offices so they could -- they could provide them services.



So the point here is that they really had to be pretty creative to be able to reach people, but they did manage to reach most people.



In focus groups as well as in the -- in the survey, we found that clients really value this personal attention of case managers.  They loved this aspect of the program.  They thought the case managers were the best thing that happened to them.  



And especially because these case managers were so willing to be flexible and supportive, this was such a sharp contrast from what they were used to in the more standard welfare, and they really liked it.



The question, though, remains is how does this translate into impacts?



The other thing we found from this implementation study is that some services were not much use.  One thing that the case -- the programs had set out to do was to have more employer mediation.  They wanted the case manager to talk to the employers. If there was any work place issue that the client had, they really wanted the case managers to intervene.  



But most welfare recipients did not want the case manager to do that either because they did not want the stigma or the attachment to welfare or because they did not want their employers -- or they felt that they seemed like babies.  They wanted to be able to deal with their own problems themselves.  So employer mediation was something that didn't happen very much.



The other thing that the program or the program design had expected to happen was the earned income tax credit.  Again, we heard a lot about that this morning.  Less than 50 percent of the clients received earned income tax credit.  



So -- now, the program managers did send standard pamphlets out around tax time, but really take-up rates were very low.  And we think that this is another area where much more focused emphasis needs to be put in and where somebody who knows about the earned income tax credit policies may need to explain what it is more to clients.



Did you want to say something now, Dave?



MR. GRUENENFELDER:  Do you want me to say a little bit about the contact problems?



MS. RANGARAJAN:  Sure.



MR. GRUENENFELDER:  Yeah.  We knew that quick contact was essential.  We had to provide services as early as possible.  We had to have correct address and phone number in order to get that.  



To get those information, we had -- we used on-line agency databases.  We used case files.  And we also used a referral sheet in Chicago where if a case came in and the JOBS manager learned that it was a new employment, we, each day, we sent to our research office in Springfield all the new job starts if the random assignment occurred there.  



And then the control office was notified of which cases to keep and to serve as controls, and the experimental office was notified of which cases they should serve.  Those sheets had addresses and phone numbers on them.



The three primary contact methods were phone, letters, and in person.  And most contact, far and away, was by phone, almost 60 percent of it, about 30 percent by letters, and not all that much in person.  We tried to get in person as much as possible, but it was more difficult.  



The letters we tried to have written in as inviting, unbureaucratic, friendly, upbeat tone as possible listing all the services provided and also mentioning that it was a mandatory program.



And for the most part, we were pretty successful in reaching people, like I say, getting 75 to 80 percent of the people successfully within a few weeks.  Okay.



MS. RANGARAJAN:  So these programs seem to be well-implemented.  What about impacts?  



Now, I showed you a graph that just -- actually, I should have kept the green bars there.  But the green bars, the green bars show the percent of -- did I get knocked off -- okay -- showed a proportion of time over a two-year period that those in the treatment group are employed, and the red bars showed those for control group members.



So when we look at it, you know, overall, employment levels are pretty high.  But there's really very little difference between how much -- between employment levels among those in the treatment group and those in the control group.



So the only site where there was any impact was in Chicago, and there was a three percentage point difference between those in the program group and control group.



So basically, it doesn't look like these impacts were -- whatever the case managers did translated into increased employment.  I'm going to talk a little bit more about that.  



But similarly, we found similar findings on welfare receipt.  Again, we looked at the two-year period.  This should be a two-year period and, you know, there were small reductions in receipt in, again, in Chicago and really no -- and San Antonio, too, although that's not significant, but there are basically no effects, by and large.  The effects that we observe are pretty tiny.



So what's -- what could be happening?  What are some of the possible reasons for these small or no -- no impacts?  We tried to break the reasons down into two types of reasons.  One might be service related.  What services the programs delivered?  And other is evaluation or design related, and I'll get to that in a little bit.



But one possible reason could be the services that were provided.  So these programs focused on case management services.  And one argument somebody could make is that case management alone may not be sufficient to promote job retention.  



Now, the one other thing I want to point out is that you should remember that the levels of employment among control groups was fairly high.  So if the goal -- if those are the employment levels and you're trying to make a difference over and above that, then -- then you may need much stronger intervention than case management can provide.



So the two things, maybe you could do enhancements to case management of programs are doing case management services.  The in-depth study showed that there are enhancements that could be made.  



So for example, case management could -- case managers could focus a lot on focusing specifically on child care arrangements that people have.  We observe that or we know from research that many people have -- who have relatives taking care of their children or who have nonstandard hours job tend to have much harder time holding onto their jobs.  



So maybe some of the lessons for job retention programs are really focusing on child care arrangements, making sure people have backup arrangements, if they have these forms of child care.



Budgeting and earned income tax credit.  Budgeting was definitely a pretty critical thing.  I think some case managers tended to work with their clients and came up with worksheets and so on, but maybe formalizing that more, maybe making sure that they have more access to subsidies.



Work behavior and job expectations.  That's one of the key things.  Now, many of these -- many of the welfare recipients had been through either a placement center or had participated in some part of JOBS and then found employment.  And several of them did not know what to expect on a job.  



So really putting in a strong work focus component would be pretty important.  And these kinds of services or this kind of training should actually start before people have found a job.  They should really be part of preplacement services and then continue after.  



So starting to explain to people, making sure they have their child care arrangements and making sure they have the budgeting worksheets right after they found a job may be too late.  And maybe one lesson we learn here is that you really do need start to this way before they found a job.



There are also some lessons that the case management focus alone provide.  And maybe programs should really consider additional types of services.  Some of the things could be more employer focused, having more employer interaction or having employee assistance programs.  Maybe mentoring, coaching.  Some of this is happening.  Incentives for job retention, job training for some people.  



Ben Sawhill (phonetic) mentioned that today, that we seem to have moved completely away from any kind of education or training.  Maybe some kind of supported work for some people.  



So it -- one thing I would like is if people who raise their hand and who said that they were thinking of job retention of programs or are in the process of doing job retention programs could maybe write on the sticky what focus -- what approaches they're taking.  



So if you have a little bit of time at the end, we could talk a little bit about that or, if not, we could at least collect that, and then maybe have discussions later with you.



The second issue.  I had two reasons I had put up why these programs might not have been effective.  One was case management services, and I just sort of talked about some -- some things that could be done beyond case management.



The other thing is, the population, the target population that these programs serve.  Someone there asked a question about, you know, was any assessment made.  Did the programs serve a selected -- serve some people who they felt might be more in need of services?



The programs didn't do that.  They basically served welfare recipients who had found jobs.  And, in fact, in two of the four programs, somewhat more job- ready clients were served, not as an intentional targeting, but just the way the random assignment process worked or how they chose to do it.  They served people who were somewhat more job ready, who had gone through the job placement center, had reached the highest level of the job placement center and then found jobs.



So, again, it's possible that with the group that's more or less job ready and able to manage, to do well on their own, providing services may not yield much impact.  So, again, this sort of points to the importance of targeting and thinking a little bit more about who might need the services and directing services to them.



Now, we did also find that there's some evidence that the programs have stronger impact among the more disadvantaged.  Chicago -- of the four sites, Chicago had the most disadvantaged population.  And that's where we some glimmers of impact.  And when we did subgroup analysis, again we found that impact were stronger and were significant among the more disadvantaged groups.



So maybe this does point to some evidence that programs who are thinking of providing job retention services should really think about targeting or focusing services on the more needy.



There is some design related or evaluation design-related reasons also, we think, that might have led to this small or no impact.  One factor relates to service delivery issue.  



And Dave was pointing out -- pointing this out earlier when he was talking about the Illinois program, that these programs had not been completely formulated and were not in operation at the full operational level when the evaluation started.  



I think six months into the program, there was still -- after random assignment had started, there was still discussions on how to deliver services and what kinds of services might be appropriate.  And the sites met.  



So this whole process, the evaluation, the programs, the demonstration programs are evolving over time as we went along.  So that potentially could have led to some -- some dilution of services.  



I think another thing was that case managers had to spend a lot of time reaching out to clients and -- and over -- and what happened over time was they thought that the caseloads would fall but because many people lost their jobs and found out the job -- they had to help them find other jobs, the caseload may not have fallen as much as -- as they had hoped it would.  So they had to serve maybe a larger group of people.



You had a question?



VOICE:  Yes.  On the service delivery, was there any thought given to the fact that -- you indicated it takes six weeks before first contact was made.  Was there any thought given as to the impact if a service had been available immediately?



MS. RANGARAJAN:  They were technically available immediately.



VOICE:  I mean, like the next day?



MS. RANGARAJAN:  Well, I think maybe Dave can answer more to this.  The way I -- I think the case managers were sent the cases immediately.  As soon as 

-- as soon as cases were randomly assigned, they were sent to the case managers.



VOICE:  Contact with the client three to six weeks later after they started the job.



MS. RANGARAJAN:  No, no, no.  It took on average, it took that long.  Some clients might have been contacted two to three days, a day or two after they had been identified.  In other cases, it might have taken longer.  The case managers, I think, tried to contact them immediately once they had --



MR. GRUENENFELDER:  Yeah.  I think our original goal was in week one.  Now, that may have been ten days.  It may have been seven days.  Maybe for some, five days.  I don't think it was ever much closer than five days.



I know at some point, there was some effort to make cold telephone calls to people before any letters went out, and that didn't always work quite right.  



The people who were answering the calls were sort of wondering who are you and why are you calling.  And I think we gradually settled on let's send out letters first until they get at least one letter before we make the cold contact.



I don't think we ever did do exactly what you're saying which is try within one or two days.  Now, maybe that would be worth trying in some program setting.



VOICE:  Yeah.  Or if there was a regular case worker that could do some possible introductions so that they would know that this new person is coming along, whether they're coming cold.



MR. GRUENENFELDER:  Right.  That could have been.



MS. RANGARAJAN:  In an ongoing program -- sorry.  



VOICE:  (Inaudible.)



MS. RANGARAJAN:  Yeah, right.  Part of this happened because this was a demonstration program.  When a case worker identified somebody as having found a job, at that point, we wouldn't have known whether they were going to be in the program group or the control group.  So partly because it was a demonstration program and partly because these were brand new services, this did not exist.  



So even when the case managers sent a letter, people wouldn't have known immediately to call, because they had no idea what it was.  



So I think in an ongoing program, some of this could be reduced, and it may have a different effect.  I think the one thing we also observe is a high rate of jobs -- 



VOICE:  (Inaudible.)



MS. RANGARAJAN:  -- happens within a couple of months after jobs start.  The first month is okay.  The second month, it gets really high, and then it sort of starts tapering down.  So I think immediate contact is useful.



You had a question.



VOICE:  Could there be a problem if there was a lack of continuity with their case worker?  If you had a case worker that worked with them and you get a job, and knew quite a bit about the individual, then you had somebody new, you'd have to start all over again, could that have been an issue?



MS. RANGARAJAN:  It's possible.  I mean -- oh, the question was that is the fact that there was discontinuity, their job -- their regular case manager was someone else, and then suddenly we have this new job retention case manager calling them.



It's possible.  It's sort of hard to know which way it will go.  I mean, many -- in the focus groups, we heard many welfare recipients of job -- employed welfare recipients say they did not like their welfare case manager.  The JOBS program had this big thrust to getting people into -- into employment.  



This is the time where this, you know, generally everyone is shifting towards, you know, you get a job quickly.  So I think the -- so in many cases, we heard that they didn't like them, whereas they loved their retention case manager. 



Now, it's hard to know.  On the other hand, this is a new person.  There is all this information that's already collected.  I think sites try to pull the folders from the old case managers, try to do what they could.  



But I think that it's a little hard to know.  It's -- it may change as the whole the culture of this -- the welfare reform takes place, and everybody gets to be the same mindset, it may not make so much of a difference.



VOICE:  We have a really expansive definition of case management, but I'm not too sure of your definition of that.



MS. RANGARAJAN:  The question again was, what was case management.  



I think pretty much the case managers try to provide anything that the clients needed.  In some cases, it was providing referrals.  In other cases, it was just talking to them, saying hi, how are you doing.  Is your work going okay?  



In other cases, it was mediating with some other agency to get benefits.  It was -- there was nothing very prescribed about what case management was.



MR. GRUENENFELDER:  But in our follow-up calls, it was mostly how are things going at work.  How are things going at home?  Try to find any emerging problems where we could take some action to try to head them off.  That's what we tried to do with those follow-ups.



VOICE:  Did you find that you had problems doing that?



MR. GRUENENFELDER:  Some.



VOICE:  Some, but certainly not enough.



MS. RANGARAJAN:  No, I think -- I think -- I mean, I think some case -- oh, the question again was, did you find out about any emergency because of these calls.  I think in some cases, they did.  



Again, it depended on what kind of relationship the case manager and the client had built up.  I mean, it took a long time to build that rapport.  They were not going to talk about the problems that they had on the first day that they received a call.  

So case managers worked really hard at building the sustained relationship and over time found that people were more willing to open up to them.



VOICE:  Is there any reason to believe on the basis of this work that a stronger intervention would make a stronger impact?



MS. RANGARAJAN:  Good question.  The question is, is there any reason to believe on basis of this study that the stronger intervention would have made a stronger impact.  Is that right?



VOICE:  Yes.



MS. RANGARAJAN:  Okay.  Yeah.  I mean, think one thing the study tells us is that there are some people who need services.  Okay.  So one -- there are some people who have needs, and work that they've done shows that needs are related to employment experiences.  So there is certainly a group that we can identify as having challenges.  So the one thing is, yes, I do believe that there is potential for job retention services.  



The second thing is, you know, did these programs target well?  It's possible that the same case management services, had they been more targeted on a smaller set of people who might have benefited from that, the most might have helped.  



I don't think we can say from this -- from our findings that case management services are completely useless.  They may be appropriate for a group of people.  But this kind of population, I don't think so.



VOICE:  My second question is, how much in the way of resources would it take to set up a strong intervention program?



MS. RANGARAJAN:  How much would it take in terms of resources?  Well, Dave may have something to say about that.



MR. GRUENENFELDER:  Well, it wouldn't be affordable with the impacts we saw here.  I mean, clearly we'd have to see stronger impacts to consider a wider effort.  Yeah.



MS. RANGARAJAN:  Yeah.



MR. GRUENENFELDER:  But let me say something about impacts, if I could.  I was going to mention it a little bit later.  One thing --



MS. RANGARAJAN:  Actually, before you go to that, there were a couple more questions on impact.



You had a question here.



VOICE:  On your chart about the -- about AFDC receipt and you measured it in terms of percentage of time on AFDC, did you look at amount of AFDC received post intervention, and were there any differences found?



MS. RANGARAJAN:  Yeah.  The question was, we looked at amount of time on AFDC.  Did we also look at benefit amounts?  



And the results are exactly the same.  The same.  There's pretty much no impacts on benefit amounts either.



VOICE:  A follow-up question to the question about to case management abilities to capture or predict potential problems before they came.  Was there a noticeable difference in the type of problems case managers were able to identify early on rather than later identifying potential problems with other benefit offices, and they were less able to identify financial budgeting problems until much later on? 



MS. RANGARAJAN:  To summarize, the question was, was there a learning process among case managers that over time, did they learn to identify problems more.  Was that --



VOICE:  No.  It actually comes to you from the client whether they would be more open to case mangers early on because being more inclined to talk to case managers about problems?



MS. RANGARAJAN:  Yeah.  The question is again, were clients more comfortable talking to case managers about some things early on and some other things maybe later on.



Yeah.  I think they were most comfortable talking to case managers about finance, other agency-related issues.  You know, if they weren't getting benefits, child care benefits, they were very happy to talk to them about that.



I think over time, they built up a relationship, and then it may have gotten more into more serious issues like substance abuse or mental health. 



Even then, I think it was very little of that kind of communication.  There probably was more of that than they would communicate to the welfare -- to the retention case managers.



VOICE:  Do these particular group of case managers have any type of training that was different from anything else?



MR. GRUENENFELDER:  Not for ours in Illinois.  They were trained the same as any other JOBS case manager.  Many JOBS case managers had previously been income maintenance workers or eligibility workers or intake workers.



VOICE:  As a result of what you learned to control an experimental group, do you feel that people didn't retain jobs for a period of time any more than a group in the control group that you may have learned more about the individual that when they came back onto welfare that you could deal with them more effectively, like able to talk about drug abuse?  As a result of this experiment, you actually learned something that would help you in the long term?



MR. GRUENENFELDER:  Well, I think we did learn some of those things.  But I don't know that we have any data to back up that.  It's just an impression.



MS. RANGARAJAN:  The question was that, even though the programs themselves didn't have any impact, did we learn anything from the process that the case managers went through, whether we could learn something more -- whether they learned something more --



VOICE:  Which could help the individual.



MS. RANGARAJAN:  -- which could help people more over time.  



I sort of think that they got more savvy at dealing with issues.  They didn't -- when they PS -- the post-employment services case managers started, they didn't think they were going to have to deal with benefits issues, deal with other agency stuff, trying to get child care benefits, and help welfare recipients access different benefits.



But I think they got more savvy at it.  So they did end up building up relationship with other agency staff.



How much they learned more about client issues themselves and how much they learned, I don't know that we know very much about it.  But certain tangible things, I think they said got better at and built relationships with other agency staff.



VOICE:  If you had a learning curve in this implementation, the learning curve, do you think you might have seen different results if you had sort of put aside the first six months of the experiment and dealt with a later practice?   



We're going to be doing an evaluation on something and one of the things we're working on as a contractor is we don't want to violate the early stages because we know there's going to be a big learning process.



MS. RANGARAJAN:  Yeah.  The question is, is there a learning -- basically, there was this learning process.  Case managers took -- you know, the grants, I think, were awarded a year before, so there was a planning grant stage.  



But still, after the program started, it took at least six to nine months to iron out the wrinkles and for the case managers to figure out how to deliver different types of services.



Now, your question is, we did try to, say, look at impacts by different groups, you know, people who came in early versus people who came in late.  What gets confounded there is that the caseloads were much higher later.  So I think I can't answer your question in terms of was there -- was there a learning curve.  

But I definitely think, and I'm going to put it up on the board, that one of the lessons I think we come out of this is that only start evaluation after your services are firmly in place and after you've had a chance to iron out the wrinkles.



VOICE:  In your early cohort and late cohort, did the late cohort show better impacts than the early cohorts?



MS. RANGARAJAN:  We did not find any big differences.  But, again, the early cohort were smaller caseloads.  The later cohort were larger caseloads.  The later cohort had a shorter time of service exposure, while the early cohort may have -- it's confounding, and I don't think we can disentangle that.



VOICE:  When you say start the impact, start the evaluation later, do you mean start impact study later?



MS. RANGARAJAN:  That's right.  Well, that's right.  I mean, the question is, when you say start the evaluation later, does that mean the impact study only or does that mean the -- basically, do I mean the impact study or process also.  



We think definitely the impact study.  I think the process study would be useful to start earlier than that.  But definitely the impact study should start once the services are set in place.



Yes.



VOICE:  I was struck by your control group was employed, I thought, 70 to 80 percent of the time.  It's hard to imagine having much of an impact when the level is that high.  People are going to get laid off.



MS. RANGARAJAN:  The question is that, 70 -- when you look at the -- the outcomes, the impact outcomes, 70 to 80 percent of the control group members are employed in these -- in these four sites, and that's sort of what I was going to mention in both the  control environment -- control environment as well as external factors, is that when you have such rates of employment already, trying to make a difference over and above that is going to take -- it may not even be possible or, if you do that, it's going to take a lot more intensive services.  



So I think that again ties back to targeting that there's -- there is a group that's not going to be able to maintain such high employment levels.  And as sort of unintended targeting, a couple of the sites in the demonstration chose more job-ready people who may have had even higher employment than the average welfare recipient.  



So I think that's right.  I think what we do come out of is really think hard about the population that you're going to serve and not just everybody.



Yeah.



VOICE:  Could you give us more information about the measure.  Is that percent employed at any time within the two-year period?



MS. RANGARAJAN:  No.  It's -- what's the measure of employment that I've put up.  And just to tell you, the -- regardless of what measure we look at, the findings are fairly consistent.  The only place where there were any employment effects were in Chicago and AFDC effects.  There were not effects across the other sites.  



What that measure pertains to is over a two-year period, what fraction of the time were you employed.  So you were employed about 80 percent of the time or 60 percent of the time or 70 percent of the time.



Yes.



VOICE:  That amount of employment seems to be inconsistent with five month spells or nine months spells of unemployment.



MS. RANGARAJAN:  That's right.  It's inconsistent with the numbers I gave you earlier for two reasons.  The question was that these employment levels seem much higher than the research data that I gave you earlier.



Two things.  First of all, the research data were sort of a pre-TANF time.  The data were based on national data running from 1983 to '94.  So it's -- it's a very long period.  It's a period where there were not these work mandates already in effect.  



It was -- it was based on a population where everybody found jobs.  Either the welfare recipients who found jobs were not pushed into finding jobs or keeping them.  So that's one thing.



But this is a much more recent time period where the economy was also better.  That's one factor.



The second factor is, even in these programs, a few of the programs selected more job-ready people.  They were not representative of the full welfare population.  



So I think overall, we might -- I think these numbers -- these numbers should not be interpreted as, you know, everyone's doing great.  This is sort of a high end.  We're taking the least disadvantaged people among welfare recipients for finding jobs at some level.



Nancy.



VOICE:  (Inaudible.)



MS. RANGARAJAN:  Yeah.  Nancy's question's was, do we have median retention rates among -- among this population.



Now, the only thing we have is the one-year follow-up survey.  All these data were based on UI records data.  So those are only quarterly employment.  

But based on the one-year follow-up survey, the -- it was almost ten months for this population.  So it was much higher than --



VOICE:  (Inaudible.)



MS. RANGARAJAN:  Right.  Right.  So I think five is probably a little low just because it was a pre -- for some other era.  I think it will be higher now just because of the work mandates, but probably not as high as ten.



VOICE:  A question for David.  Given what you've seen so far, do you come away from this study feeling that post-employment services add value and for some reason the value just was not effected, or do you come away with questions as to whether it really adds value?



MR. GRUENENFELDER:  Well, I think it did add some value.  I mean, we did see that, in Chicago, there were at least some small impacts, but I'm going to give you some figures in a moment.  



We kind of did a quick cost benefit analysis and figured well, this is too expensive as is, we have to do something different, but some kind of stronger intervention for some people.  



Some of our clients clearly needed more than we were providing here.  And we were doing more than was needed for some people.  Some people didn't even need the helps that we provided.  So some kind of targeting.



MS. RANGARAJAN:  Did you want to say something more about what Illinois is doing now?



MR. GRUENENFELDER:  Okay.  Yeah, I will.  In the spring of 1996, we were getting close to winding this project down.  We had at that time spent about $600,000 of federal money in running the project for about 34 months.  



But that the funding was about to expire.  We had to figure out a practical plan for what we were going to do with the staff, what we were going to do in -- and the immediate question was, well, do we stop it?  Do we continue it?  Is it good enough to -- to expand statewide or to expand anywhere at all?  



And the problem we had at that point was that the interim impact findings from Mathematica were not due to be available until the fall of that year, but we couldn't wait that long.  We had to make a decision before then.  



So what we did is we looked at some numbers in-house.  And so what I'm going to do is give you a few of those numbers.  And some of these probably are a surprise even to Anu, but we'll see what we have.  



But basically it corroborates the Mathematica findings that there wasn't a significant difference.  But let me give you a couple.  



We looked at wages.  For example, we looked six quarters after job start, and we looked at the average quarterly wages for the experimentals for $2,911.  For controls, they were $2,900.  So only an $11 difference.  So essentially nothing looking six quarters after job start.



We looked at welfare utilization, at AFDC receipt.  We computed the number of grant months that they had received over about a 15-month period, and it was 6.1 months in both experimental and control groups, so no effect there.



We looked at grant amounts, and we found a little bit of a difference here.  The experimentals were actually higher, $340 monthly compared to $318 in the control group.



We looked at case closures due to employment.  We thought that this intervention should cause a higher level of case closures due to employment.  And we did find that, but it was not by much.  It was 26 percent in the experimental group and 23 percent in the control group.  And that difference wasn't statistically significant.



We looked at job retention.  We looked six to nine months after job start, and we found that 78 percent of the experimentals were still working at that point, 75 percent of the controls were.  So it's only a small difference there.



So we looked through six or seven, you know, measures that were available to us on our administrative systems.  Is anything happening here?  Does it look like some real impacts?  So basically it looked like, no, not much is happening here.



So then we started looking at costs.  What does it cost?  Well, I mentioned earlier that we had more generous employment expenses available under those programs -- this program.  



So we looked at some of the data to see just how much more money we were spending under the Bridge's program than we were spending for control clients.  That turned out to be pretty significant.



On child care, we were spending $579 per case.  That was over a period of about 18 months and compared to $428 for the control cases.  So there is -- that was some difference there.



On transportation expenses, it was about double, $233 experimental to $105 control.



And then there was a third category which is kind of a catch all, $72 experimental, $8 controls.  Now, that third category is the one that captured these unusual things.  Things like car repair, and let me give you a quick look at how the types of things we spent money on.  



It was clothing, car repair and rent.  About half of it was spent on clothing.  About a quarter of it was spent on car repair, including tire purchases.  About a quarter of it was spent on rent, which would include things like deposits on new apartments and paying delinquent rent.  



We tried to annualize these figures.  And what we figured up was that it cost about $200 per job placement extra for the experimental intervention than it did for the controls.  



Now, at that time, our caseloads were quite a bit larger than they are right now.  We had a lot of job placements in a year.  So if you take $200 and annualize it for all the job placements in the state in a year, you're talking about many millions of dollars that you would spend for this intervention.  



And then we looked at the staffing part of it.  We had five to six people working at our -- at our Bridge's office.  And we figured out well, that's some significant amount of staff that we'd have to replicate elsewhere in the state if we were try to duplicate this.  



So we were looking clearly at a very expensive program, and the data were saying it doesn't look like the impacts are significant.  So we had to make a decision, which we did, which was to not continue the program at that point.  



I'm not sure exactly what the other states did.  I know I kind of lost touch with them.  I think some of them may be continued.  Some probably shut them down.



MS. RANGARAJAN:  I think once the grant funds ended, most of the states pretty shut them down.  



So let me -- yes, Howard.



VOICE:  The measure of employment, I assume, is employed in a quarter when you were giving these things, and what was the threshold; do you know?



MS. RANGARAJAN:  I'm sorry.  What's that?



VOICE:  Threshold amount.  



MS. RANGARAJAN:  For whether they were employed?



VOICE:  One dollar, four dollars?



MS. RANGARAJAN:  I don't think they have too many people that were that low.  I think we used maybe 100 or 200 as a low cutoff.  If it were very -- the question was, what was the threshold for deciding whether some employed in a quarter or not.  I think we played with a couple of measures.  There is still no impact.  We tried with --



VOICE:  I wasn't thinking so much impact.  I was thinking that this is a group that one might not be able to do very much with by that measure if it's 80 percent.  But they still are on employment, and there could be some substantial spells of no employment and still meet a threshold.



VOICE:  I thought it was the survey.



MS. RANGARAJAN:  Yeah.  No.  Okay.  



Yeah.



VOICE:  I've been trying to put this into context of what I know about the Texas JOBS program.  We did a pretty extensive evaluation program early on. And I think that you're targeting point is one that we to not ignore, because only ten percent of AFDC caretakers in that time period were participating in JOBS in Texas.  



And then there was a targeting strategy in that program, so the more advantaged people, service level one clients and service level two clients were the ones who were actually getting job services, and a lot of the job employment rates were coming out of those service level one, the most advantaged.  



So I think we need to look further at what would happen if you offered those services to the less advantaged population.  



The other thing -- I'll just bring back a finding of our study several years ago was that when we did longer term follow-ups on our initial groups that looked at, we found that the most significant gains were produced for the harder-to-serve population, not the most job-ready people.  I think that the targeting issue is one that we shouldn't ignore.



MS. RANGARAJAN:  Yeah.  The -- the first comment was basically that we shouldn't ignore the targeting issue.  



The sample that we selected for -- the sample that was randomly assigned into the demonstration for San Antonio were level-one clients who are the most advantaged or the least disadvantaged among all welfare recipients.  It is not surprising that employment levels are so high among both program and control group members.  



So there is -- there are a lot more welfare recipients who are likely to be more disadvantaged and potentially could gain from services.  So that's actually right.



And your second point was that studies that they did found that the programs were more effective for the harder to serve or the most disadvantaged.  And I think that's consistent with other studies as well as what we're finding here, that even in this program, there were very few impacts.  The impacts were focused among the more disadvantaged group.



Yeah.



VOICE:  I'm from Iowa.  We're in the process of implementing, and doing whatever is going to work for them.  And I remember talking about the targeting issue with them, and one of the sites said well, we already have a target population because of the increase in caseload, and the population that we have are those that are hard to serve.  They didn't feel that targeting was applicable, because they felt everybody are the hard to serve.



MS. RANGARAJAN:  The comment was that Iowa is doing job retention in three sites and when they broached the concept of targeting, the programs basically felt that because the caseload that's left is hard to serve -- the hardest to serve may be targeting isn't very helpful there.



That may be the case.  I mean, it's sort of hard to know without knowing what the population is like.  I mean, I think when we use even the post-employment services data or when we've used national data, we find that there are differences across.  You know, I think one of the biggest things we find is that there's diversity in needs as well as future employment experiences.  



So -- so -- but if you're down to the hardest-to-serve caseload, then maybe the kinds of assessments you do aren't -- or the targeting you do isn't based on characteristic, but more detailed assessments on what channel to focus them into.  

Presumably they're not all going to be identical.  There may be some who need some kind of support.  You know, they may need this case management. There may be other who need much more intensive supports, like drug abuse, mental health problems.  Others may need training or education.  



So I think there's -- there is -- and in no case do we sort of say targeting means don't provide anybody services.  Even there, the 30 to 40 percent of people who are able to hold sustained employment presumably still need child care, Medicaid, and access to job search services if they lose jobs.  It's just that they're more capable of doing it on their own.  



So the targeting aspect here may be more how do you direct them to different types of services and not that -- you know, you don't want to serve a chunk of your population.



Yes.



VOICE:  Is your definition of "job retention" any employer?



MS. RANGARAJAN:  Definition of "job retention" is any employer, yes.  It's actually employment retention.  That's right.  Yeah.



So I think one thing I'd like to do sort of is to make a pitch again for -- for evaluation, and also I think I've sort of made this point a couple of times about why random assignment is really important.  

And just to sort of show -- show the thing again, you know, you look at this.  It looks like you have high employment levels.  You might think that the program is successful and that this is great.  



And, in fact, if anything, you know, you see Texas sounds -- looks like 80 percent employment.  It looks like the best program.  But the reality is that you need that counter factually.  You need -- Howard was mentioning it this morning.  You need that comparison to know whether the resources you're spending are really being effectively used.  



So that's sort of one point related to why it's critical to study whether these services are effect -- being effective and get the most value added for your dollars.



The other sort of lessons I'd like to make for program evaluation.  One thing is that services that you provide, the job retention services should be distinct from what control group members are getting.  I think in a couple of programs, in both Riverside and Portland, because of the -- either the Riverside program or because of who was selected in Portland, control group members often had access to similar kinds of services.  Maybe not all of the extended case management services, but some of the key services that those in the program group had.  



I mean, unless you have -- you know, the bigger the intervention or the more different it is, the more likely you are to have impact so long as they're doing the job.  But the less the difference there is between what treatments are getting and what controls are getting, it's going to be hard to detect impacts.



The other point is, the one we talked about that it's important to establish services before you start doing -- maybe I should change it from evaluation to doing impact analysis -- that you really do wonder.  You don't want the program to be shifting and changing, because it's very hard to even understand what those impacts mean if that's the case.  



And then again to reiterate that the process analysis is useful and important for to understand both service delivery issues as well as program impacts.



So to sort of sum up, I think a couple of points that -- that would be better important to make are -- one is -- one is to really, you know, think about the target population that you're serving.  Make sure that that's a group that isn't going to have really high outcomes in -- even in the absence of any services.  



And I think we've sort of shown that clients do have differing needs and that you can identify people who have greater needs.  And because these needs are also correlated with future employment outcomes, it's possible that services can help.



I think the other point to make is that case management services alone may not be enough.  It may -- it may be fine for a group of people, but then there may be others who need more services or other types of services.



I was just trying to see if I could find the overhead where I had a list of sort of extensions to case management, the kinds of things that we've sort of heard people talking about, either providing mentoring or having employee assistance programs, more employer case manager interaction, supervising or providing training to supervisors of -- of entry-level welfare recipient types of jobs.  Training, possibly training or education for a set of people who need those skills.



So there's sort of a whole range of services than sort of just the minimum wage or other subsidies, bonuses for retention.  So there's sort of range of different services that can be provided that -- that can either complement or, you know, go over and above what case management does.  



And it seems like focusing only on case management may not quite yield as much of sort of a bang for the buck as some other services might.



Now, I should also say we don't know.  I mean, the post-employment services was one of the first studies related to job retention, but try to systematically evaluate what -- what effects post-employment services or case management services might have.



And, you know, as Mark said at lunch, this is a really even a good time to try to experiment with these other type of retention programs.  You know, it's sort of a good economy.  There's funds around, and it's a good time to try to do different kinds of programs and evaluate different kinds of programs.  And the more different types of programs that are evaluated, you know, the easier it will be to come up with what works and what doesn't work.



So one thing I'd like is -- I don't know how much time we have.  We may almost --



MR. GRUENENFELDER:  It's 4:30.



MS. RANGARAJAN:  Four-thirty.  The -- if you don't get a chance to talk about what the states who are doing retention are doing, at least if I could get those stickies, maybe I could talk to you a little bit later.  





You have a question?



VOICE:  Yeah.  Are the findings from this report available, and are they on a web site?



MS. RANGARAJAN:  Yeah.  The findings are available.  We have some copies of the report up there, the final impact reports.  Anybody who wants it, after this session, can come and pick it up.



Howard.



VOICE:  I've just got to say, I think it's tempting and hard to say what these programs.  I can think of other new programs that have significant impact.  I think there's evidence that they were pretty well-implemented programs.  I think it's the idea that people have to fine-tune it and improve them are important.  



I think the targeting idea is important, although even if you look at the groups where there was some impact, it was sort of insignificant.  It's not as if boy, there was one out there that was ten percentage points or anything like that.  These are pretty modest impacts even to the disadvantaged.  



I think it's really important to start thinking about other strategies.  I don't want to give up on this.  I think these are all good suggestions.  I think we don't start thinking of other richer kinds of strategies, I think you could very well repeat this set of demonstrations.  



If they were the same at all four sites for all practical purposes, and I think at all four sites, it's fair to say these did not fail in implementation.



MS. RANGARAJAN:  That's right.  I mean, I completely agree.  If people who are doing different job retention programs could -- are there any more questions?  I guess I should ask that first.



There are some copies of the final impact report on that table, actually on that chair.  After the session, I'd be happy -- you know, people can come up and get copies.  



If the people who are doing any job retention programs could just note on their stickies or some paper what they're doing.  That would be really helpful. 



If there are no questions, I think -- thank you all for coming to the session.




(Applause.)






(Whereupon, at 4:33 p.m., the above-entitled conference was concluded.)
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