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1. Evaluation Framework

Millions of adults lack the postsecondary education and occupational training needed to obtain jobs that provide good wages, benefits and pathways to advancement. Over the past three decades, earnings for those with high school diplomas or less education fell compared to those who had more education. At the same time, the share of jobs that require college credentials continued to grow. According to the Department of Labor, by 2018, 63 percent of job openings will require workers with at least some college education.¹

There is longstanding interest among policy makers and program operators in finding ways to increase the skill levels of low-income individuals, improve their enrollment in and completion of postsecondary education, and improve their economic prospects. A number of factors, however, have limited the success of efforts to date. Many low-income adults face challenges to postsecondary education enrollment and completion, including limited basic academic skills; limited academic or training goals due to negative school experiences and lack of college role models; work and family demands on time; inability to afford school; and stress and other issues associated with poverty. At a broader level, many postsecondary education systems are not geared towards non-traditional students, including low-income adults. For example, they have weak basic skills programs; an emphasis on long-term programs and general education degrees; fragmented and, at times, deficient academic advising and student support services; complex financial aid rules; and limited financial assistance. Supports from social services and workforce systems, which might assist these students, can be limited and/or difficult to coordinate.²

The career pathways approach is gaining steady acceptance as a promising strategy to address these challenges and improve postsecondary education and training for low-income and low-skilled adults.³

---

³ Three federal departments are funding career pathways research. The Departments of Labor and Education, for instance, launched a one-year Career Pathways Initiative in 2010, which provided funding to nine states and two tribal entities to develop sustainable career pathways to promote linkages among system partners. The Department of Labor produced a set of technical assistance tools for state, local, and tribal policymakers to use in development and implementation of career pathways approaches. The Department of Education’s Office of Vocational and Adult Education funds the Designing Instruction for Career Pathways initiative. The
Career pathways programs are intended to improve the education and earnings of low-skilled adults by providing well-articulated training steps tailored to jobs in demand locally along with guidance and other supports. Although there is some research evidence on selected components of career pathways programs, to date, there has been no rigorous research on the overall effectiveness of this approach.

The Pathways for Advancing Careers and Education (PACE) project is a major national effort to evaluate the effectiveness of nine career pathways programs. PACE is funded by the U.S. Department of Health and Human Services Office of Planning, Research and Evaluation (OPRE) within the Administration for Children and Families (ACF) and conducted by a team led by Abt Associates.4

This evaluation design report describes the career pathways framework, the major study components, and study data sources. This chapter begins with an overview of PACE and the career pathways framework. It then describes the program selection process, the sites, and research questions. It concludes with the study timeline and deliverables, and an outline of the remainder of the report. Subsequent chapters describe the approach to the implementation study (Chapter 2), the impact study (Chapter 3), and data sources (Chapter 4). Program-specific analysis plans will be released as supplements to this design report.

1.1 Overview of PACE

In 2007, ACF launched the Pathways for Advancing Careers and Education (PACE) study,5 a ten-year random assignment evaluation of nine promising career pathways interventions aimed at increasing employment and self-sufficiency among low-income, low-skilled adults and youth. PACE utilizes an experimental study design to assess the impact of these interventions on educational attainment, employment and earnings, and other outcomes. In addition to the impact study, the evaluation includes implementation and cost-benefit studies. The goal is to produce methodologically rigorous evidence on the effectiveness of selected career pathways approaches that will address issues of interest to federal, state, and local policymakers and practitioners and have significant influence on policy and practice.

ACF conceived PACE as a next-generation study of promising approaches to promoting self-sufficiency for economically disadvantaged adults but did not specify the area of study. Following an in-depth

4 The study team includes MEF Associates, The Urban Institute, George Washington University, the American Public Human Services Association, the National Conference of State Legislatures, and the National Governors Association. Other project partners are the Open Society Foundations (OSF) Special Fund for Poverty Alleviation, the Kresge Foundation, the Joyce Foundation, the Meadows Foundation, the Hearst Foundations, the Laura and John Arnold Foundation, and the JP Morgan Foundation. Additionally, some participating programs are funded by ACF Health Profession Opportunity Grants (HPOG).

5 From the study’s inception in 2007 until November 2014 the study was known as Innovative Strategies for Increasing Self-Sufficiency.
knowledge development process that included outreach to over 250 diverse stakeholders to learn directions of interest and review of the evaluation literature, the PACE team recommended a focus on career pathways programs. At the heart of the career pathways framework guiding the evaluation design is the idea that postsecondary training should be based on “a series of connected education and training programs and support services that enable individuals to secure employment within a specific industry or occupational sector, and to advance to successively higher levels of education and employment within that sector. Each step...is designed explicitly to prepare the participant for the next level of employment and education.” Each step is an opportunity for pre-college or college-level students to access postsecondary education and training and, as their skills improve, move to successively higher levels of training and employment. Students who begin with skills at the college level are able to start training at a level matched to their ability.

The career pathways framework’s developers and advocates sought to identify and address shortcomings of the postsecondary education system that impede completion by adult learners. As noted above, these include ineffective approaches to remedial education, an emphasis on longer programs and general education degrees, fragmented and inadequate academic advising and student support services, complex course selection systems and financial aid rules, and insufficient financial assistance. The PACE evaluation team recruited nine programs that, in varying ways, embodied key elements of the career pathways framework.

1.2 Career Pathways Framework

The career pathways framework aims to provide principles for change in wider systems—including national, state and local postsecondary, workforce, and human services policies and programs—as well as a template for program design. PACE is investigating how the framework can be used to classify and guide evaluation of programs.

Exhibit 1.1 shows five general levels of training and employment often represented as key steps in the literature on career pathways programs and systems. The bottom two steps (I and II) represent “on ramp” and “bridge” programs designed to prepare low-skilled participants for college-level training and

6 PACE, 2009
7 Jenkins, 2006
9 Exhibit 1.1 is an adaptation of basic levels depicted from the Wisconsin RISE program. See Strawn (2010).
lower-skilled jobs with career progression potential. Bridge programs have been developed to serve adults with skill levels in the 9th-11th grade equivalent ranges, and usually lead to college-level training (Step III) (US Department of Education, 2011). In some cases, bridge programs serve adults with skills levels in the 6th to 8th grade equivalent ranges and serve as an “on ramp” to sectoral bridge programs (Step II). Steps III and IV provide college-level training for “middle skills” employment—jobs requiring some college but less than a bachelor’s degree (e.g., an associate’s degree or shorter certificate). Step V includes interventions promoting completion of bachelors’ degrees and more advanced credentials.

Career pathways are designed to allow entries, exits, and re-entries at each step—depending on skill levels and prior training, employment, and changing personal situations. Each step is designed to incorporate core program strategies (described below). The program strategies involve partnerships between multiple organizations, including community-based organizations, community colleges and other postsecondary training providers, human services and workforce agencies, and employers. Programs also emphasize partnerships within institutions, such as between community college departments.

Exhibit 1.1: Career Pathways Model

To engage, retain, and facilitate learning among low-skilled adults, the career pathways framework includes four categories of service strategies: (1) assessments of skills and needs; (2) promising and innovative approaches to basic skills instruction and occupational training (“core curriculum”); (3) academic and non-academic supports to promote success; and (4) approaches for connecting students with career-track employment opportunities. Within each of these categories, a variety of strategies
have emerged as emblematic, or signature, elements of promising approaches. Though there has been a trend to develop comprehensive programs inclusive of all of these strategies, the extent and ways in which programs include these strategies vary.

**Assessment of student skills and needs.** To identify student needs and factors that may facilitate or hinder academic success (and ultimately career advancement), the career pathways framework emphasizes assessment of a range of skills, strengths, and challenges. In the cognitive arena, assessments variously cover basic academic skills, learning styles, and learning and other disabilities. Non-cognitive domains cover an extensive array of intra- and inter-personal skills, as well as functional knowledge of how to manage well in college, at work, and in other important life tasks.

**Strategies for providing basic academic skills instruction and occupational training.** Career pathways programs include a growing array of promising approaches to instruction and curricular adaptations aiming to make education and training more engaging and manageable. Some of the major categories of these strategies include:

- **Well-articulated steps:** Career pathways coursework can be organized in smaller, distinct segments that can be obtained sequentially (“stacked”). Each step is designed to connect with additional training through alignment of content and organizational agreements to recognize students’ credits across modules. This approach is intended to encourage student persistence by providing quicker recognition of accomplishment (e.g., a certificate following one course or term).

- **Contextualization:** One approach to instruction is to teach academic basic skills in the context of an occupation or “real life” situation. Programs integrate content from occupational classes into basic academic skills instruction (e.g., occupation-specific materials and examples) or include basic skills instruction as part of occupational training classes. Contextualization is designed to increase motivation and understanding by increasing the relevance of what is learned.

- **Acceleration:** Programs are reorganizing curricula to enable students to earn certificates or credentials in a shorter (calendar) time period. Compressing total course or program hours into a shorter timeframe is intended to improve information retention between classes and reduce the time for outside issues to interfere with school.

- **Flexible delivery:** By offering instruction at convenient times and places and in formats that facilitate participation by adults who work and are parents, programs aim to encourage attendance and completion. Examples of flexible delivery are evening and weekend scheduling, self-paced instruction, easily accessible locations for instruction (e.g., in the community and not a central campus), and technology-supported distance learning.

- **Active learning:** Instructors use approaches that minimize traditional lecture formats and emphasize project-based learning and problem-solving tasks. This strategy also could involve group work and encouragement of classroom interaction.
Academic and non-academic supports: Academic and non-academic supports are thought to help program participants succeed in their current academic step and transition to and persist in subsequent steps. These supports aim to address gaps and deficiencies within existing support systems to assist a population that often has more extensive academic and personal challenges than traditional college students. Examples of supports are:

- **Personal guidance and supports:** Strategies for creating closer personal connections between program participants and staff include advising that addresses a wide range of academic and non-academic topics, such as advising on career planning and navigation, and coping with external life issues.

- **Instructional supports:** Strategies that address participants’ academic needs include tutoring, study groups, and self-paced, computer-based instruction. Approaches for addressing participants’ non-academic needs include supplemental workshops, courses, and support groups that emphasize skill development, effective communication, time management, and personal financial management.

- **Social supports:** The provision of social supports is designed to encourage social connections among program participants and among participants, faculty, and staff. Approaches include developing learning communities (e.g., maintaining student cohorts and consistent faculty-staff relationships), using peer and alumni mentors, and building support networks among program participants and among participants, faculty, and staff.

- **Supportive services:** This strategy involves providing services—in-house or through a referral network—to help participants cope with issues that might affect successful academic performance and school completion. Supportive services include child care, transportation assistance, substance abuse treatment, domestic violence prevention and amelioration, and mental health counseling and therapy.

- **Financial assistance:** The provision of financial assistance helps address program participants’ financial needs and related stresses that can be barriers to their postsecondary participation and completion. This type of assistance includes payment for some or all academic expenses (e.g., tuition, fees), and assistance with the purchase of books, tools, or other course-related needs. In addition to direct financial assistance, other forms of support are reimbursement for supportive services (e.g., child care, transportation); provision of financial assistance with emergency needs; and award of performance-based stipends and scholarships.

Connections with career-track employment opportunities: Strategies for strengthening connections between education and work are the final element of career pathways framework. These include engaging employers and business groups as partners in designing programs or in teaching, and providing employment experiences integrated with occupational training (e.g., class projects that simulate on-the-job tasks or actual projects for local employers; visits to employers; job shadowing; internships and apprenticeships). These activities can include provision of post-training connections to employment (e.g., job development, search, and placement services).
1.3 Career Pathways Theory of Change

Based on an extensive literature review, the PACE team organized key hypotheses in career pathways into a general theory of change. The framework demonstrates connections between signature program elements or “inputs” and expected intermediate and longer-term outcomes. Exhibit 1.2 depicts the theory of change. It shows how program inputs (described in the previous section) are expected to influence individuals’ career pathways outcomes. Longer-term (main) outcomes include persistence in and completion of postsecondary education, improved success in career-track employment, and improvements in other outcomes like income and assets. According to the theory, a number of short-term (intermediate) outcomes related to skills acquisition, increased knowledge, and other factors precede these main outcomes. The expected outcomes are based on a set of assumptions about the context in which the program operates. Main and intermediate outcomes are described below.

Exhibit 1.2: Theory of Change

---

10 Fein, 2012

11 Based on Fein, 2012, with slight refinements
1.3.1  Main (Distal) Outcomes

In the career pathways framework, interventions are designed to improve employment outcomes. Main outcomes—the primary targets of change—include performance and persistence in education and training programs followed by completion and credential receipt leading to employment in high-demand occupational fields. Depending on the program or the step in the pathway, the credential might be a certificate, a one-year diploma, or a two- or four-year degree. Completion of a training step then leads to either the next step on the pathway or employment in the field of study. Participants’ completion of training and attainment of credentials also leads to improved performance and advancement in jobs, bringing higher earnings and receipt of job benefits. Once employed, a participant can remain in a job or seek another, with goals of increasing earnings and advancing in the field (job security), or can return to the next training step on the pathway. An important rationale for improving low-income adults’ education and earnings is to enhance their other life outcomes connected with income and self-sufficiency and, for parents, the well-being of their children. A more distal outcome is that higher incomes, benefits, and improved job opportunities may lead to improved psychological well-being of adults and enhance material aspects of daily living, increasing the quality of parenting, child care, and other resources available to children. Participants’ economic outcomes also can contribute to local economic growth.

1.3.2  Intermediate (Proximal) Outcomes

In many instances, career pathways strategies seek to produce these main outcomes by improving a variety of general and occupation-specific skills, as well as by fostering career awareness and direction and addressing material and other circumstances that can impede success in school and work.

General skills—often referred to as 21st Century skills—include a variety of cognitive (literacy, numeracy, critical thinking), intrapersonal (core self-evaluation, work ethnic/conscientiousness, self-regulation, meta-cognition), and interpersonal (teamwork, collaboration, leadership) skills.  

Other intermediate outcomes include development of career goals and knowledge (e.g., participants’ ability to navigate the norms and expected behaviors of college and work settings) through advising and career navigation supports, instruction in skills for success in college and work, and exposure to expectations in different employment settings. It is also expected that programs will help participants to obtain material resources they need to persist in school and at work (e.g., transportation assistance, tuition or other financial supports). Many participants need to work, which diverts time and attention from school. Programs can help alleviate the need to work by helping participants to access student financial aid and other services.

1.3.3  Contextual Factors

Local environments likely affect the extent to which career pathways programs foster positive participant outcomes. Although programs are designed to train participants for occupations with strong

---

local demand, local forecasting can be difficult and jobs may not be available as anticipated. In addition, the ability of participants to continue to move up a career ladder by enrolling in additional courses and acquiring more credentials is affected by access to quality follow-on programs.

1.3.4 A Framework for Evaluation

As an outline of major domains and relationships in career pathways, the conceptual framework in Exhibit 1.2 provides a useful map to the inputs and outcomes that are important to measure in PACE. The implementation study will document the program inputs and context, along with PACE participants’ receipt of services and how these services differ from services received by the control group in the PACE study. The impact study will measure impacts on intermediate and main outcomes (based on experimental comparisons) and explore the connections between program inputs and intermediate and main outcomes (using nonexperimental analyses of mediation). Chapters 2 and 3 of this report summarize approaches to the implementation and impact studies, respectively.

1.4 Programs Evaluated in PACE

The PACE team recruited nine programs aimed at increasing postsecondary occupational training opportunities and incorporating key elements of the career pathways framework. This section describes the program selection process and the nine programs that are in the evaluation.

1.4.1 Process for Selection

In addition to interest in participating in PACE, each program had to meet criteria in three categories: (1) their designs had to be promising and include a number of basic elements from the career pathways framework; (2) they had to be able to recruit a sufficient sample; and (3) they had to be able and willing to implement random assignment effectively. Also, at ACF’s request, in addition to these criteria, three of the nine sites were to be Health Profession Opportunity Grant (HPOG) recipients.

Program designs: In assessing candidate programs for the study, the PACE team explored the extent to which they incorporated key career pathways elements described above. The team considered the extent to which programs incorporated assessment of skills, interests, and service needs; innovative approaches to basic skills and occupational training; support-related services provided as part of the

---

13 Programs funded by Health Profession Opportunity Grants (HPOG) provide education and training to TANF recipients and other low-income individuals for occupations in the health care field that pay well and are expected to either experience labor shortages or be in high demand. HPOG is administered by the Office of Family Assistance (OFA) within ACF. In FY 2010, OFA made $67 million in grant awards to 32 entities located across 23 states. These demonstration projects are intended to address two challenges: the increasing shortfall in supply of healthcare professionals in the face of expanding demand; and the increasing requirement for a postsecondary education to secure a well-paying job. Grant funds may be used for training and education as well as supportive services such as case management, child care, and transportation. For additional information, go to: http://www.acf.hhs.gov/programs/opre/welfare_employ/evaluation_hpog/overview.html.
program and in the community; and employment-related services provided as part of the program and beyond (e.g., job search assistance, on-the-job training or other work experience). Recruitment focused on relatively well-established and widely regarded programs, while allowing also for some newer programs that appeared to be promising.

**Potential sample size:** Two key criteria were program size and the type of services available to the control group (and their likely take-up rate). To ensure adequate statistical precision, the PACE team sought programs that could attain a sample size of at least 1,000 individuals per program over 18-24 months, evenly assigned to treatment and control groups. The team sought also to choose programs where services similar to, but outside of, the program under study were not readily available in the wider community, since if treatment and control group members received similar services at similar rates, albeit from different sources, little about the overall effectiveness of career pathway program services would be learned.

**Implementing random assignment:** Programs selected for the study needed to be able and willing to implement high-quality random assignment procedures. They needed, for example, to work with the PACE team to set up expanded recruitment and intake procedures, implement baseline data collection and random assignment, and maintain the treatment and control conditions over time.

**HPOG grantee:** Abt’s original PACE contract included a sample of six programs with an option for three additional programs. ACF exercised the option in order to include three HPOG-funded programs. The selection process for the HPOG programs mirrored that of the larger study.

1.4.2 Overview of PACE Programs

The nine programs selected all emphasize occupational fields in high demand, and most focus on completion of certificates and degrees in these fields. The career pathways in these programs include ladders that enable low-skilled adults to progress along a series of steps within an occupational area as well as to transfer credit to other areas. Although the programs’ target populations and strategies to serve these populations vary across the programs, they all provide core career pathways services such as assessment, instruction, supports, and employment connections. Below are short summaries of each PACE program and a map of the PACE program locations (Exhibit 1.3).

---

14 The exception is Year Up. The random assignment ratio is 2:1 treatment/control, and the total sample size is expected to slightly exceed 2,500.

15 In addition to the three programs selected, a fourth is a subgrantee to an HPOG program not included in PACE. (As described further in Section 1.7, there are two ACF-funded studies of the HPOG program. PACE and HPOG evaluation staff are collaborating to align design and data collection features of the three studies where feasible and appropriate.)

16 More detailed profiles for individual programs may be found at the OPRE website: http://www.acf.hhs.gov/programs/opre/research/project/innovative-strategies-for-increasing-self-sufficiency
Bridge to Employment in the Healthcare Industry: San Diego Workforce Partnership – San Diego, California. The San Diego Workforce Partnership, a Workforce Investment Board, received HPOG funding to operate the Bridge to Employment in the Healthcare Industry program. Through subcontracts with three community-based partners (navigators), low-income San Diego County residents receive guidance in selecting a healthcare training program appropriate to their skill level, interest, and local demand for workers. Participants receive an individual training account (ITA) to fund their course of study. They also receive case management and support services through the navigators, as well as job search and preparation assistance. Participants can receive a second ITA to further their education in a given pathway.

Carreras en Salud: Instituto del Progreso Latino – Chicago, Illinois. Instituto del Progreso Latino, a nonprofit education and employment organization, operates the Carreras en Salud (Careers in Health) program. This career pathway program in nursing occupations for low-skilled and limited English proficient Latinos moves participants from a Certified Nursing Assistant (CNA) degree to Pre-Licensed Practitioner Nurse (LPN) to LPN and, ultimately, to a Registered Nurse (RN) degree. Instituto del Progreso Latino, in partnership with National Council of La Raza (NCLR), Humboldt Park Vocational and Education Center of Wilbur Wright College, and Association House, designed Carreras en Salud to address both the academic and non-academic needs of low-skilled Latinos. The training program
provides a pre-college contextualized curriculum that moves program participants along an academic, career, and social ladder toward higher paying jobs and greater community involvement.\textsuperscript{17}

**Health Careers for All (HCA): Workforce Development Council of Seattle-King County – Seattle, Washington.** HCA targets low-income individuals with limited basic skills, including Temporary Assistance for Needy Families (TANF) and public housing clients. Participants receive career exploration and planning services, integrated case management, wrap-around support services, and systems-navigation assistance through grant-funded navigators. Occupational training is offered within three tiers—foundational, entry level, and more advanced—providing multiple entry and exit points for participants to access employment in the healthcare field and advance in their careers over time. Instruction at the foundational level integrates introductory healthcare content with basic academic skills. Entry-level training prepares participants for jobs such as Nursing Assistant, Medical Office Assistant, and Phlebotomist. More advanced training is customized to help participants reach and complete next-step programs including Medical Assisting and Nursing. Training is paid for through Individual Training Accounts or purchased classes at local community colleges.

**Integrated Basic Education and Skills Training (I-BEST) program: Washington State.** Implemented in 2004, I-BEST is a multi-occupation program that concurrently provides basic skills or English as a Second Language (ESL) instruction in a range of credit-based occupational training programs along with counseling, financial assistance, and other supports. The program targets individuals who score too low on the college placement test to access their programs of choice, but high enough to benefit from short-term remediation—generally above the 10\textsuperscript{th}-grade level. I-BEST programs have articulated pathways to additional credentials, including one-year diplomas and two-year Associate’s degrees. I-BEST operates in all 34 state community and technical colleges. Each emphasizes matching course offerings to local labor market conditions. Three colleges are participating in PACE: Bellingham Technical College (BTC), Everett Community College (EvCC), and Whatcom Community College (WCC). At BTC, four I-BEST programs are in PACE: Nursing Assistant Certified (NAC), Automotive Technology, Welding, and Electrical Foundations. EvCC I-BEST programs in PACE are NAC, Sustainable Office Skills, and Welding. The WCC I-BEST program in PACE focuses on office services.

**Pathways to Healthcare: Pima Community College (PCC) – Tucson, Arizona.** With funding from HPOG, the Pathways to Healthcare program is a collaboration between PCC and the local Workforce Investment Board that offers low-income Pima County residents training in 16 healthcare professions organized into 5 pathways. Where a student starts on a pathway depends on his/her test scores and interests. Programs include nurse assistant, medical assistant, medical records, Health IT, and EMT (basic and paramedicine) among others. Once enrolled, students have access to a variety of services including case management, remedial or developmental education if needed before beginning occupational training, a dedicated Pathways advisor, and a dedicated Pima County One Stop workforce development specialist who works with them to address supportive service needs and find employment upon

\textsuperscript{17} Instituto is an HPOG sub-grantee to Will County Workforce Investment Board. Some PACE program slots are funded by HPOG.
completion of the training program. Pathways staff support students to train to their highest earning potential by completing training and a securing a job, then supporting them through more Pathways training and ultimately a well-paying career.

**Patient Care Pathway Program: Madison Area Technical College (MATC) – Madison, Wisconsin.** The Patient Care Pathway Program provides short-term condensed training that allows lower-skilled students to take courses for college credit and prepares them for health care diploma and degree programs. There are two tracks offered in the program that are organized according to students’ skill levels—Patient Care Academy 1 (PCA 1) and Patient Care Academy 2 (PCA 2)—both of which ladder into several established academic programs in the health field.\(^{18}\) PCA 1 is for students interested in a one-year health diploma program or a two-year health degree program, and whose placement test scores are too low for PCA 2. PCA 2 is designed for students interested in pursuing a two-year health associate’s degree. Through the program, students who come to MATC with academic skills that are too low to begin their health program are able to accelerate their remediation and work toward earning their degree. Both Patient Care Academies integrate developmental coursework with health program prerequisites and contextualize the developmental courses for the health field. Students in the Patient Care Academies take classes in a cohort. The Patient Care Pathway Program also provides proactive advising.

**Workforce Training Academy (WTA) Connect: Des Moines Area Community College (DMACC) – Des Moines, Iowa.** WTA Connect was developed to expand access to DMACC’s Workforce Training Academy, which provides vocational certificates in targeted high-growth, high demand sectors at no cost to participants. DMACC found that the Workforce Training Academy’s eligibility requirements prevented applicants with low basic skills and/or who lacked a secondary credential from being admitted. WTA Connect admits students with low basic skills and/or no secondary credential and prepares them to enroll in and complete a vocational certificate course. The program packages the vocational education with basic skills remediation, psychosocial skills development, and advising. Students who lack a secondary credential can take classes for the HiSET\(^{®}\) test (a high school equivalency exam) concurrently. After completing the preparatory components of the program, WTA Connect participants enroll in certificate courses alongside traditional Workforce Training Academy students. Each short-term certificate offered in WTA Connect ladders into one or more specific degree or diploma programs at the college. WTA Connect completers can either continue their education at DMACC or enter employment.

**Valley Initiative for Development and Advancement (VIDA) – South Texas.** Serving adults on public assistance or with incomes below 200 percent of the poverty level in the Lower Rio Grande Valley, the nonprofit Valley Initiative for Development and Advancement (VIDA) aims to help students achieve an associate’s degree and gain occupational training in allied health, manufacturing, technology, business, education, and other specialized trades. VIDA offers a bridge program, the College Prep Academy, to

\(^{18}\) The Patient Care Pathway Program also included a third track, Patient Care Certified Nursing Assistant (PCCNA) that was piloted during the latter portion of the PACE enrollment period. This track was designed to provide a certificate and subsequently ladder into PCA 1 or PCA 2. Demand for this offering was lower than expected.
build individuals’ basic educational and language skills to prepare them to enroll at a local college. The program also provides extensive, proactive advising, financial assistance, and support services. Modeled after Project QUEST in San Antonio, VIDA requires a strong commitment to full-time education on the part of both the individual and the program.

Year Up – Atlanta, Bay Area, Boston, Chicago, National Capital Region, New York, Providence, Seattle. Founded in 2000, Year Up is an intensive one-year program that provides low-income high school graduates and GED recipients ages 18 to 24 with a combination of hands-on skill development and corporate internship opportunities. The program addresses program participants’ social and emotional development and provides appropriate support to place them on a path to economic self-sufficiency. The first six months of the program focus on technical and professional skill building. During the second six months, participants apply these skills in corporate internships. Participants earn an educational stipend throughout the program. They can also earn college credits for their participation (typically ranging from 18 to 30 credits). After graduation, participants continue to receive support and build their professional networks through Year Up’s Alumni Association.

1.4.3 Similarities and Differences across Programs

The programs in PACE exhibit similarities and differences on key attributes. These include the organizations involved and their roles; target populations; and focal occupations, credentials, and career pathways steps.

Lead organization. The largest number (four) of programs in the study are operated by community or technical colleges. Three are operated by nonprofit organizations (Year Up, Instituto del Progreso Latino and VIDA), and two are led by Workforce Investment Boards (San Diego Workforce Partnership and the Workforce Development Council of Seattle-King County).

Target population. By design, all PACE programs target low-skilled, low-income populations, although they do so with emphases on varying characteristics. The Instituto del Progreso Latino program focuses on low-skilled Latinos with reading skills beginning at the 6th grade level. Des Moines Area Community College’s program targets participants at similarly low skill levels (7th to 8th grade equivalent), but not a particular ethnic group. A number of the remaining programs target adult or young adult populations with skills closer to (though still below) college level and who have multiple other challenges to entering and succeeding in postsecondary education. For example, I-BEST and Madison Area Technical College target students with skills between 10th grade and college entry levels, and Year Up recruits disadvantaged youth ages 18–24 with a high school diploma or equivalent who meet program expectations regarding academic readiness.

Occupational focus. Five PACE programs focus exclusively on training for health-related occupations. These programs include the three primarily HPOG-funded programs (Pima Community College, San Diego Workforce Partnership, Workforce Development Council of Seattle-King County), Instituto del Progreso Latino, and Madison Area Technical College. The other four programs focus on multi-occupational areas, such as welding, electrical, health, and administrative support (Washington I-BEST and Des Moines Area Community College); health, business, education, specialized trades (VIDA); and IT, quality assurance, customer service and financial operations (Year Up).
Steps on career pathway. The PACE programs vary in both the number and level of career pathway steps supported. The Instituto del Progreso Latino program has the longest potential path, with participants being able to enter at the pre-CNA level and advance to RN. Another longer-term program, VIDA, primarily focuses on higher pathway steps with the associate’s degree as the primary target. However, VIDA also supports one-year and shorter certificates. VIDA also operates a 16-week accelerated academic bridge program for individuals testing at 10th grade or higher but who have not yet qualified for college credit courses. In contrast, the Des Moines Area Community College program, the Workforce Development Council of Seattle-King County, and the San Diego Workforce Partnership help participants attain short-term credentials. Madison Area Technical College’s programs are designed to accelerate participants’ entry into one- or two-year diploma or degree programs, while I-BEST program participants attain a short-term credential but have articulated pathways to additional diplomas, certificates, and degrees. Year Up focuses on moving program completers into entry-level career track jobs rather than credential receipt, though it has worked out agreements with local colleges to grant credits for Year Up courses completed.

1.5 Study Design

PACE is using an experimental design to estimate program impacts on education, employment, and other outcomes. In each site, a random assignment process assigns applicants that meet program eligibility requirements to one of two groups: a treatment group that can access program services and a control group that cannot, but that can access other services in the community. Random assignment ensures that the characteristics of the two groups have no systematic (i.e., non-random) differences at baseline. This design makes it possible to estimate impacts without bias by comparing average outcomes for treatment and control group members over time.

While all PACE programs share a common approach for conducting random assignment, each tailors it to account for local practices for recruitment, eligibility determination, and enrollment. Exhibit 1.4 depicts the common approach.

---

19 The “embargo period” is the period after random assignment during which the control group remains ineligible for treatment group services. In PACE it ranges from two to three years.
Exhibit 1.4: Random Assignment Approach

As the exhibit shows, program staff recruit potential participants and determine their eligibility. As part of participant eligibility determination, staff typically administer some kind of academic skills assessment or college placement test to determine skill levels. (Chapter 4 provides information about these assessments.) Program staff then administer the informed consent form, which describes the study, the data collected, and the rights and responsibilities of the participant. After signing the consent form, participants complete two baseline data collection forms: the Basic Information Form (BIF) and Self-Administered Questionnaire (SAQ) (see Chapter 4 for a description of these forms). Applicants choosing not to sign the informed consent form are excluded from the study and from participating in the career pathways program for the duration of the study enrollment period. Program staff then conduct random assignment using a web-based tool. Individuals assigned to the treatment group are offered the program while those assigned to the control group receive information about other services in the community.

1.6 Major Evaluation Substudies and Reports

PACE includes three substudies. This section briefly summarizes the major questions and reports provided under each. Chapters 2 and 3 provide detailed approaches to the implementation and impact and cost-benefit studies, respectively.

1.6.1 Substudies

PACE includes implementation, impact, and cost-benefit substudies. Each is described below.
Implementation Study. The implementation study will describe and document the design and operations of each of the nine PACE programs. In doing so, it will provide insight into what is involved in the design or modification, as well as operation, of career pathways programs. The implementation study provides contextual information for understanding and interpreting the impact estimates and findings on implementation experiences to guide future program designs and implementations.

Impact Study. The impact study will measure differences between the treatment and control group members on main and intermediate outcomes. Main outcomes include educational outcomes (e.g., persistence in education, receipt of certificates and degrees) and employment and earnings-related outcomes. Analyses also will assess whether impacts vary by subgroup and estimate impacts for intermediate outcomes in the theory of change for each program. The PACE team will analyze and report findings for each program separately. The rationale for separate studies is that, although all nine programs utilize basic building blocks in career pathways, they vary on a substantial number of fundamental design features, including eligibility criteria and target populations; services provided; goals for participants; and timeframes for expecting goals to be achieved. The first impact reports will cover at least 15 months of follow-up after the point of random assignment. Additional reports, should ACF exercise follow-up survey options, will extend analyses of education and employment outcomes for longer time periods and cover other life outcomes (e.g., individual and family well-being) that might be influenced in the longer run. Limited cross-site analyses also may be conducted.

Cost-Benefit Study. The cost-benefit study will describe monetized benefits and costs from varying perspectives (social, participant, and taxpayer). Key areas that will be addressed include the gross and net costs of each program, and whether the benefits of providing services outweigh the costs.

1.6.2 Reports

Although all nine PACE programs fit within the career pathways framework, as noted above they differ in terms of target population, credentials emphasized, vocational fields, and other services. The evaluation team will produce program-specific reports at up to three follow-up points. The first follow-up impact report will be based on data collected starting in the 15th month after randomization and will include implementation study findings (e.g., on how programs were implemented, alterations to program designs, and patterns of service receipt and completion within the treatment group). The second follow-up report will be based on data collected starting in the 36th month after random assignment and will include program impacts and the cost-benefit study findings. The third follow-up report will be based on data collected starting in the 60th month following random assignment.\textsuperscript{20}\textsuperscript{21} In addition to these reports, the evaluation has previously released profile reports for each program

\textsuperscript{20} Though samples will be released at 15, 36, and 60-months of follow-up, the average exposure reflected in the first, second and third follow-up reports will typically be somewhat greater: To maximize response rates, the data collection window for each sample cohort (i.e., sample randomly assigned in same month) will remain open for 6 months (and longer for some sample members that are difficult to track and interview).

\textsuperscript{21} Thus far ACF has funded only the first and second follow-up studies (through the initial PACE contract and a follow-on contract). Decisions on funding for the third follow-up study will be made at a later date.
describing the relation of each program to the career pathways framework and early implementation of the PACE evaluation.

1.7 PACE and Related ACF Studies

As noted earlier, there is a great deal of interest among policymakers in the potential for career pathways programs to provide occupational and other skills to help low-skilled, low-income adults attain self-sufficiency and advance to the middle class, while filling a vital need for skilled workers in the economy. Three federal departments are funding initiatives in this area. The Departments of Labor and Education, for instance, launched a one-year Career Pathways Initiative in 2010, which provided funding to nine states and two tribal entities to develop sustainable career pathways to promote linkages among system partners. The Department of Labor produced a set of technical assistance tools for state, local, and tribal policymakers to use in development and implementation of career pathways approaches.\(^{22}\) The Department of Education’s Office of Vocational and Adult Education funds the Designing Instruction for Career Pathways initiative.\(^{23}\)

The Department of Health and Human Services also has a growing interest in career pathways programs, and PACE is one study within its larger career pathways research portfolio. ACF funded impact and implementation studies of the Health Profession Opportunity Grant (HPOG) program (see Box 1). Like the programs in PACE, many HPOG-funded programs embody key elements of the career pathways framework. Additionally, as noted earlier, three PACE programs are HPOG-funded and one additional program receives funding as an HPOG subgrantee.

Both the PACE and HPOG are evaluating occupational training programs serving similar populations. Thus, the studies provide an opportunity to document and assess a collection of career pathways-oriented programs supported (through evaluation funds or direct program funds) by ACF. The PACE and HPOG evaluation teams are coordinating on terminology (e.g., career pathways program elements), data collection instruments (for baseline data collection, the implementation study and the impact study),\(^ {24}\) and to the extent it is appropriate, research questions and evaluation frameworks.

---

\(^{22}\) Go to [www.learnwork.workforce3one.org](http://www.learnwork.workforce3one.org); information is also on the PACE project website at [www.projectPACE.org](http://www.projectPACE.org).

\(^{23}\) The website is [http://www.acp-sc.org](http://www.acp-sc.org)

\(^{24}\) As described further in Chapter 2, a number of implementation study data collection tools will be utilized by PACE and HPOG National Implementation Evaluation (NIE). PACE baseline and follow-up survey data collected from study participants in the four PACE/HPOG sites will be used by HPOG Impact Study staff in their analyses.
Box 1: Health Profession Opportunity Grant Research Projects

**HPOG Impact Study.** The HPOG Impact Study is evaluating the effectiveness of approaches used by 20 of the HPOG grantees providing TANF recipients and other low-income individuals with opportunities for education, training and advancement within the health care field. The study will also evaluate variation in participant impact that may be attributable to different HPOG program elements and models. The study uses an experimental design in which eligible applicants are randomly assigned to a treatment group that is offered participation in HPOG and a control group that is not permitted to enroll in HPOG. In a subset of sites, eligible applicants are randomized into two treatment arms (a basic and an enhanced version of the intervention) and a control group. The HPOG Impact Study will use implementation interview guides for partnering employers, instructors, HPOG program management, and HPOG program staff. Follow-up surveys of participant and control group members will also be fielded following the 15-month anniversary of random assignment. Data collected from the HPOG participants served by these 20 grantees will also be used for the National Implementation Evaluation (see below).

**HPOG National Implementation Evaluation (NIE).** The NIE will describe and assess implementation, systems change, and outcomes of the 27 HPOG grantees focused on TANF recipients and other low-income individuals. The NIE will collect data about HPOG program designs and implementation, HPOG partner and program networks and indicators of systems change, employers’ perceptions of HPOG programs, the composition and intensity of HPOG services received, participant characteristics and HPOG experiences, and participant outputs and outcomes. The NIE will collect data through the HPOG Performance Reporting System (a Management Information System containing descriptive information on all HPOG participants), a Grantee survey, Management and Staff survey, Employer survey, and Stakeholder/Network survey. A first follow-up survey of participants will also be fielded to a small subsample of HPOG participants not involved in the Impact Study.

Given some overlap in sites and common use of experimental designs, it is helpful to note the key differences between the PACE and HPOG impact studies. The main emphasis in PACE will be on learning in depth about the implementation and impacts of a smaller number of differing programs—evaluating each program specific to its target population, design, and hypothesized outcomes. In contrast, the HPOG Impact Study is focusing on variation in impacts and factors associated with impacts across a pooled sample of 20 grantees (and many more program sites). Commensurate with these differing aims, PACE is gathering more detailed information on implementation in each site and measuring a wider array of outcomes in follow-up surveys.

### 1.8 Organization of the Report

The remainder of the evaluation design report includes the following sections:
Chapter 2 describes the implementation study design. This chapter begins by outlining the major components of the implementation study: developing logic models to explain the design of each program; describing the intervention as it was implemented for each program and the extent to which it was implemented as intended; documenting the experiences of program participants; examining differences in service receipt and educational experiences between treatment and control group members; and assessing the implications for scalability and sustainability. It then describes data sources for the study and analysis methods.

Chapter 3 describes how the impact study will be conducted for individual programs. The chapter begins with the time horizon for the impact analyses and then describes hypotheses, the basic methods for estimating impacts, minimum detectable impacts, subgroup analyses, and potential analyses to understand the sources of impacts for a single program. This chapter also describes the cost-benefit study.

Chapter 4 describes the quantitative data sources used for the impact, cost-benefit and implementation studies. Key data sources discussed include: baseline data, follow-up surveys of treatment and control group members, and administrative data from programs and national databases.
2. Implementation Study

The PACE implementation study has multiple objectives. First, it describes and documents the design of the nine career pathways programs participating in PACE. Second, it documents each program’s model—that is, how the program as implemented diverges from what was intended, and what changes were made, when, and why. Third, it provides contextual information for understanding and interpreting the impact estimates. Finally, implementation study findings provide information to policymakers and practitioners on program design and implementation useful in shaping policies and practices.

As noted in Chapter 1, although all programs in PACE embody key components of the career pathways framework, they differ along a number of dimensions, including lead organization, target population, occupational focus, steps on the career pathway, approaches to basic skills and occupational instruction, and employer connections.

The main research questions in the implementation study are:

1. What is the basic design and underlying logic of each PACE program? What are its elements? What is its institutional and community context?
2. To what extent was the intervention delivered as planned? What was the fidelity to the design? If the program’s structure and services changed during the study period, why?
3. What were the treatment group’s participation patterns and experiences with program services? With transitions beyond the core career pathways program?
4. What are the differences in type, duration, and content of services received by treatment and control group members?
5. What are the lessons from PACE programs for the field in the areas of scalability and sustainability?

Section 2.1 of this chapter describes the approach to each implementation study question. Section 2.2 provides additional detail on data sources. Section 2.3 outlines implementation study reports.

2.1 PACE Implementation Study Research Questions

The five questions above shape the design of the implementation study for the PACE evaluation. Each is discussed in turn below.
2.1.1 What is the design and underlying logic of each program?

A program’s theory of change is a formulation of what the program needs to do to bring about intended changes in participant outcomes. It operationalizes the theoretical relationships between components and expected outcomes, as well as underpins quantitative analyses by documenting the assumed conditions and relationships.\textsuperscript{25} The PACE Theory of Change (Exhibit 1.2) specifies the key intermediate and main outcomes that are expected to occur. How each program is structured to achieve these outcomes is one focus of the implementation study.

The implementation study will provide a logic model for each PACE program, setting models in the context of the broader theory of change described in Chapter 1. A logic model describes how a program is supposed to work.\textsuperscript{26} It breaks down complex relationships into distinct variables or components. As such, it is a road map of what the program is designed to accomplish and a tool for linking what it does to what it hopes to achieve. The logic model also specifies what needs to be measured. Exhibit 2.1 presents a generic model that will be used in the implementation study. For each PACE program, the evaluation team will document the following:

**Program goals.** The team will document the overarching goal(s) the program seeks to achieve. For example, is it a particular type of credential, a particular kind of job or wage level, or a successful transition from one level of education and training to the next? In documenting goals, it will be important to differentiate between the objective of the program in PACE, which might be time limited (e.g., one semester, one credential) and the higher steps on a pathway that programs may hope participants someday reach (e.g., a bachelor’s degree).

**Underlying assumptions.** The team will describe the program’s underlying assumptions about the target population (including academic skill level and demographics) and its needs. This includes beliefs about the connection between the program components and the outcomes sought. More specific questions include: What is the perceived barrier to successful completion of postsecondary training? Why do staff think it is amenable to intervention? Making explicit underlying assumptions helps clarify what the program is trying to achieve and for whom.

**Context.** The team will document factors in the environment that are perceived to be likely to affect implementation of the program and the achievement of its goals. This includes the local community that might affect the program (e.g., local community program expansions or closures, the economy, and population demographics), organizational characteristics (e.g., characteristics of the host organization such as size, range of services offered, its service area, where the career pathways program fits within the organization), and collaborative arrangements between the organization and other programs (e.g., state or local government programs, community-based organizations). Other contextual factors include other programs that provide similar services in the area that could be available to control group members (whether sponsored by the host organization or other organizations), and other organizational factors.

\textsuperscript{25} Flick, 2006

\textsuperscript{26} Logic model framework based on McGroder and Gardiner (2006).
relationships, such as referral partners or those to which programs could/do refer participants for services not provided by the program.

**Program inputs.** The study team will document the resources programs use to develop and carry out key activities. These include funding sources, staff (personnel, training, professional development), materials (e.g., curricula), space, and equipment. Other inputs include federal, state or local policies (e.g., surrounding postsecondary education); program funder guidelines (e.g., Washington State Board of Community and Technical College I-BEST policies and oversight of college plans); service and/or referral partners; and data collection systems.

**Program components.** The study team will describe each of the four overarching career pathways components included in the design of each program. Specifically, the team will document the design and delivery of:

- **Assessments of academic skills and other abilities and need,** specifically which assessments are administered, what information is collected on each, when they are administered (once or at multiple points in time), and how the information is used and by whom (e.g., instructors, case managers, placement staff).

- **Approaches to education and training,** for basic academic skills, occupational skills, employability skills, and other training (e.g., college success, study skills). The team will also document strategies for delivering each type of training (e.g., integration and/or contextualization, active learning approaches).

- **Academic and non-academic supports to promote success in the program,** including advising and counseling, instructional supports (e.g., tutoring, study groups), social supports (e.g., student cohorts, peer/alumni mentoring), supportive services (e.g., child care, transportation, provided either in house or via referral) and financial assistance (e.g., assistance with financial aid applications, direct financial support). This also includes support for transitions to further credentials along the designated pathway, either immediately following completion of a pathway step or after a period of work.\(^ {27}\)

- **Approaches for connecting participants with career-track employment opportunities,** such as the role that employers play in program design and instruction and connecting participants with employment; employment experiences available during training (e.g., internships, work study); and linkages to employment after training (including job placement services).

---

\(^ {27}\) A number of factors can facilitate or impede transitions, including whether instructors in the career pathways program are communicating with higher-level instructors about what students need in order to succeed in future classes, whether guidance and supports continue beyond the core program or cease, whether cohorts continue and the ease of scheduling and registering for classes (Wachen et al., 2012).
Within this four-component framework, the study team will document the occupations, credentials, and basic career pathway levels addressed by the program.

**Outputs.** The team will also document outputs, that is, what the program will produce immediately with respect to participation and service delivery. Examples of outputs related to assessment include numbers of assessments conducted, participant strengths and barriers identified, and educational/support plans developed. Examples of outputs related to education and training include the number of participants trained and the number of courses offered. For academic and social supports, outputs include the number of participants receiving advising, the number of referrals made for services, and financial assistance (amount) provided. Finally, outputs related to career track employment connections include the number of employer site visits, the number of participants engaged in job readiness activities, and the number of participants with work-based learning experience.

**Intermediate (proximal) and main (distal) outcomes.** Finally, the team will describe the outcomes expected for program participants, following participation and over the longer term. More proximal outcomes related to academic and non-academic assessment include correct placement in an education/training course and participants’ understanding of next steps on the pathway. Education and training-related proximal outcomes include credits achieved, clock hours completed, and pre-requisites for further training completed. More intermediate outcomes related to academic and social supports include increased knowledge and use of available resources, improved psycho-social skills, and support networks. Finally, intermediate employment connections outcomes include improved professional networks, job readiness, completion of interviews, and employment. Main outcomes include completion of desired education and training; certificates and/or diplomas received, licenses obtained, and employment in target occupation; increased individual well-being; and job retention, career advancement, improved earnings, and receipt of job-related benefits.

A logic model is a useful tool to describe the program as designed. A program’s underlying logic might be explicit (e.g., described in a detailed plan) or implicit in its structure and activities. In detailing each program’s logic, the team will draw initially on program documents (e.g., HPOG applications for grants, I-BEST program applications to the state board for approval, annual reports, and marketing materials) and interviews with key program staff. Following the first round of site visits (see Section 2.2), site teams will develop a model for each program. These documents will inform areas for further exploration during the second site visit.
Exhibit 2.1: Logic Model

2.1.2 What was the program like as actually implemented? What was the degree of fidelity to the design? Did the program change during the study period and, if so, why?

Each program’s logic model will summarize how the program is intended to operate and will suggest areas to explore in greater detail. Inevitably, program administrators and staff make adjustments to their initial design as realities on the ground raise unanticipated challenges and opportunities or require more detailed thinking about certain operations. Documenting the program model components, including their rationale and any adjustments made, is valuable both for understanding the actual program responsible for measured impacts and for insights into lessons for operation and replication. Actual implementation is not just an issue for new programs or those that added new components for PACE to strengthen their career pathways models. It is also important for well-established programs that are scaling up to accommodate PACE sample size requirements or are responding to changes in their external environments.

Through staff interviews, staff surveys, program data analysis, and observations, the study team will document key career pathways program components as implemented, providing quantitative measures where possible (e.g., number of classes or advising sessions, duration of classes and sessions). Additionally, as part of an in-depth description of the program, the team will assess the emphasis the program places on each component. Finally, the team will describe and assess program management
and organization, staffing and professional development, funding, and partnerships with other service providers and employers.

**What career pathways elements are implemented in each program? Were they modified?**

The study team will document the key career pathways program components as implemented. Exhibit 2.4 at the conclusion of this chapter outlines the key components and subcomponents examined by the implementation study. As the exhibit shows, the team will document: 1) for key services, the nature and content of the career pathway components provided, as well as how long they are typically offered and utilized; 2) for the overall design, individual components, and management/staffing, what aspects, if any, changed and why; and 3) the emphasis and strength given to each of the program components provided within the broader career pathways framework.

For example, in describing the role of assessments in each program, the team will document assessment tools used, academic and non-academic areas assessed, when and how assessments are conducted, and how results are used in providing services. Any of these aspects could change—for example, a shift from limited to more consistent assessment or assigning a staff member to follow up with each participant based on assessment results—and the reasons might illuminate lessons of wider interest. Some programs may make only cursory use of assessment, while others put assessment and re-assessment of an array of skills and needs at the center of their models.

**How are programs managed and staffed?**

Program management and staffing arrangements vary greatly and play a critical role in translating abstract logic models into functioning programs. Key dimensions include: management and staffing functions and qualifications, professional development, and day-to-day organization and management. Questions to be investigated by the research team include: how do staff see their roles in the program, the nature of their work, their relationships with participants, and their understanding and interpretation of program goals? What educational backgrounds and experiences do managers and frontline staff bring?

**2.1.3 What are the experiences of treatment group members?**

A key requirement for generating program impacts is treatment group members’ exposure to different aspects of each program. In practice, some program participants will receive all or most services, while others will not because they fail to enroll in the program, drop out partway through, or participate at a lower-than-expected level. Such analyses will cover services such as assessment, basic and occupational skills training, support services, and employment services, as well as any unique, program-specific components (for example, weekly group sessions). The first follow-up survey will also collect information on service receipt needed to document the experiences of treatment group members.

For the analysis of patterns of services receipt, the team will include a schematic view of how participants flow through major steps and services offered by each program. Exhibit 2.2 illustrates this analysis for a program involving a fairly extensive set of career pathway steps. The figure shows the flow for 100 typical participants through key steps in the career pathway as well as outcomes for those who leave the program at different points. For simplicity, the illustration does not show new or re-entries at different steps, though analyses of programs encouraging re-entries will represent such events. Though
not shown in the figure, for each step the analysis also will document—to the degree that administrative data allow—outcomes such as credential receipt. Finally, the analysis will examine how entry and exit rates and related outcomes (e.g., credential completion) vary for participants within different subgroups.

In addition to documenting program flows through key steps and associated characteristics, analyses will summarize key aspects of participation in specific program components. Illustrative measures include number of months individuals participate, number of hours of instruction they receive, receipt of support services, number of advising sessions, receipt of financial aid assistance, receipt of employment services, and hours and credits earned.

Exhibit 2.2: Participant Flow for 100 Typical Students through an Illustrative Career Pathway Program

2.1.4 What are treatment-control group differences in service receipt?

One of the most important tasks in the implementation study is to document the “dosages” underlying experimental impacts. These analyses will draw heavily on data collected in the first follow-up survey, which provides comparable measures for treatment and control group members. These statistics will be illuminated by rich qualitative data for smaller samples from the two groups that participate in in-depth interviews. Analyses will focus on differences in both the levels and kinds of services received. Results
might indicate, for example, that engagement in postsecondary education and training was similar, but the treatment group experienced, on average, more highly contextualized and less strictly lecture-based instruction.

Analyses of differential receipt will cover areas such as the following:

- Levels and type of education and training services received, such as the number and types of program(s) attended (basic education, ESL, college credit, occupational training, career/life skill programs), type of organization providing training, and occupational area and credentials targeted.
- Length and schedule of programs attended, including the timing and intensity, dates and hours attended, and whether the individual attended full time or part time.
- Type of instructional practices characterizing education and training received, including characteristics of classroom approaches (e.g., active participation, contextualization).
- Participation in other skills activities, such as instruction in study skills, problem-solving, time management.
- Support services received, including academic advising, financial aid advising, tutoring, career counseling, job search/placement and help arranging supports (e.g., child care, transportation, health care).
- Financial assistance received, by source (family or friends, grants, loans, direct assistance from program).
- Employment assistance received, including career-relevant work opportunities.

The study team will examine also factors that facilitate or hinder participation, such as service needs (e.g., child care, transportation), financial issues, and work/life/school balance. The main sources of data for the above analyses are the first follow-up survey and in-depth participant interviews.

2.1.5 What are lessons for the field in terms of scalability and sustainability?

Because most PACE programs had to expand the numbers they served to participate in the study, their experiences afford insights into requirements for successfully scaling up programs. As an extension of the investigation of this key topic, the implementation team also will document and assess PACE programs’ approaches to securing financial and institutional supports needed to sustain their efforts beyond the end of PACE. Such approaches may involve efforts to maintain—and possibly replicate—stand-alone approaches to program operations, as well as to adapt key features in ways that can be readily incorporated in wider systems.

Analyses in this area will draw on interviews with the range of stakeholders involved in developing and operating PACE programs, including program managers and staff, funding agencies, and other stakeholders such as community agencies. The team will marshal this qualitative information to help interpret key outcomes such as numbers of participants recruited, funds raised, services secured, and success in sustaining services. Major questions on scalability and sustainability include:
For scalability, how did programs seek to increase scale by expanding recruitment, enlarging operations at existing sites, and expanding partnerships? This investigation will explore a number of factors identified in the literature on scalability, such as support and buy-in from key stakeholders; approaches to planning, management, and staffing; success in securing additional resources; and local factors such as demand for services and competing programs.\(^{28}\)

On sustainability, do programs plan to maintain or increase services, and what are their strategies for doing so? What are their approaches to securing funding and maintaining operations in the face of possible fluctuation in student interest, national and state policies and programs, local occupational demand, and staff turnover? The investigation also will focus on success in developing strong community partnerships or coalitions, the implementation of new organizational practices and policies, efforts to strengthen integration between the specific intervention and the host organization’s mission and operating routines, and the role of program advocates or champions.\(^{29}\)

## 2.2 Data Sources for the Implementation Study

The implementation study will draw on a variety of qualitative and quantitative data sources. Qualitative data sources include: semi-structured interviews with program managers, staff and partners, and in-depth interviews with treatment and control group members; a review of program documents; and observation of program activities. Quantitative data sources include on-line data on demographic and other characteristics of treatment and control group members at the time of random assignment (baseline); a survey of treatment and control group members starting 15 months past random assignment; surveys of instructors, managers, and case managers/advisors; PACE program administrative data; and college student record systems. This section describes key measures and data collection methods for each data source. (See Exhibit 2.3 for a summary).

---

\(^{28}\) Harris, 2010; Granger, 2011; Quint et. al., 2011.

\(^{29}\) Scheirer and Dearing, 2011
<table>
<thead>
<tr>
<th>Implementation Study Area</th>
<th>Qualitative Data</th>
<th>Quantitative Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interviews with Program Staff and Partners</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Treatment and Control Group Interviews</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Program Documents</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Observations</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Baseline Data</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>First follow-up survey</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Manager, Instructor and Case Manager/Advisor Surveys</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>National Administrative Data (college records)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Program Administrative Data</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

### Describing Program Logic

- **Program inputs**
  - Qualitative Data: ✓
  - Quantitative Data: ✓

- **Intervention/activities**
  - Qualitative Data: ✓
  - Quantitative Data: ✓

- **Outputs**
  - Qualitative Data: ✓
  - Quantitative Data: ✓

- **Immediate and subsequent outcomes**
  - Qualitative Data: ✓
  - Quantitative Data: ✓

- **Contextual factors**
  - Qualitative Data: ✓
  - Quantitative Data: ✓

### Describing Programs as Implemented

- **Career pathways components**
  - Qualitative Data: ✓
  - Quantitative Data: ✓

- **Management and staffing**
  - Qualitative Data: ✓
  - Quantitative Data: ✓

### Treatment-Control Difference in Use of and Experiences in Services

- **Types of education and training services**
  - Qualitative Data: ✓
  - Quantitative Data: ✓

- **Length and schedule of programs**
  - Qualitative Data: ✓
  - Quantitative Data: ✓

- **Instructional practices received**
  - Qualitative Data: ✓
  - Quantitative Data: ✓

- **Participation in other skills classes**
  - Qualitative Data: ✓
  - Quantitative Data: ✓

- **Supports received**
  - Qualitative Data: ✓
  - Quantitative Data: ✓

- **Financial assistance received**
  - Qualitative Data: ✓
  - Quantitative Data: ✓

- **Employment assistance received**
  - Qualitative Data: ✓
  - Quantitative Data: ✓

- **Assessment of services received**
  - Qualitative Data: ✓
  - Quantitative Data: ✓
2.2.1 Interviews with Program Staff and Partner Organizations

The study team will collect information about the PACE program services in interviews with administrators and staff (including instructors and advisors). These interviews will collect information on a wide range of implementation study topics, including: program and organizational structure; key partners; target group; career pathways program components (including nature and content of training and support services); linkages with employers; programmatic priorities; funding resources; sustainability of the program after the study; and the economic and programmatic context. The aim is to provide a rich description of factors (programmatic, institutional, and economic) that facilitate or inhibit the successful implementation and operation of the program. In addition to information on PACE programs, interviews will explore and help to document the existence of other programs and services in the local area available to members of the control group (as well as the treatment group post-PACE program).

The team will use semi-structured guides to conduct discussions. These guides, tailored to each type of respondent, will identify key topics and provide open-ended questions and probes on key topics. The semi-structured format provides flexibility to explore interviewees’ perspectives and surface new issues and responses, while ensuring that research questions central to the overall PACE study and each site’s design are covered.

The team will conduct two rounds of visits to most programs: the first visit during the initial six months after sites begin random assignment and a second visit towards the end of the random assignment period. During the visits, PACE staff will interview program managers; staff involved in evaluation activities (e.g., recruitment, intake, random assignment); instructors; advisors; case managers; and staff at any partner agencies with an important role in service delivery. The goal of the first visit is to document the program’s logic and key components, and to assess implementation of evaluation procedures. The principal focus of the second visit will be to document any modifications to operations.
or the provision of services, as well as implementation challenges. The team will also focus more on approaches to, and lessons on, scaling up and sustainability in the second round of visits.

The team will synthesize site visit notes from both rounds of site visits into one document. The notes will be organized by topic and respondent type. The text will be loaded into NVivo to identify and summarize themes in findings.

2.2.2 Program Documents

The team will obtain and review key documents from each program pertaining to its design, operating plan, funding, and context. Examples of documents include policy manuals, staff training materials, syllabi, curricula, marketing and recruitment materials, progress reports, aggregate statistical reports, and other relevant documents to help inform understanding of how the program was implemented and the circumstances of the institutions involved. Published labor market and demographic information will also be used to document current and projected occupational demand and the potential supply of workers to meet this demand.

2.2.3 Observations

During the second round of site visits, the team will observe classes and other group activities (e.g., study groups, orientations). If possible, team members will observe individual advising and counseling sessions, if these are part of the program. Observations will be structured to support systematic identification and coding of important characteristics and events associated with each type of activity. Study teams will conduct observations during the second site visit.

Observers will use a structured protocol to record key activities. For example, observations of classes will record the proportion of time instructors spend lecturing and working one-on-one with students, the processes instructors use to integrate basic skills and occupational skills (if applicable), the amount of time students spend working on their own and in small groups, and the level of engagement of students in the class/activity. This information will augment the description of the nature and content of instruction and other services provided, as described above.

2.2.4 Program Administrative Data

The team will use administrative data from each program to document treatment group members’ participation in activities, the duration and intensity of the services, course/program progress and completion, point of program exit and reason for exit, and any return to the program. Chapter 4 of this report describes this data source in greater detail. Because the team will rely on existing management information systems, the data available will vary by program. Possible items include: program and/or course enrollment, hours attended, program completion, credential receipt, credit receipt, enrollment in additional education, receipt of support services (counseling, child care, transportation, financial

---

assistance), level of support services (e.g., number of counseling sessions, amount of financial assistance), and reason for program exit.

2.2.5 Baseline Information and First Follow-up Surveys of Treatment and Control Group Members

The PACE Basic Information Form (BIF), Self-Administered Questionnaire (SAQ), and first follow-up survey will be important sources of implementation study data. The BIF and SAQ contain information on an extensive set of characteristics of the sample at the point of random assignment (see Chapter 4 for additional information). The BIF generally covers more objective characteristics such as demographics, educational background, and current employment and income, whereas the SAQ focuses on psycho-social factors and potential barriers to work and school. As described in Chapter 4, the first follow-up survey will provide detailed measures of service receipt, as well as a range of educational, employment, and psycho-social outcomes to be analyzed in the impact study. The chief advantages over measures of service utilization from program administrative records, is that the survey will provide measures that are comparable for treatment and control group members and consistent across PACE programs.

2.2.6 Instructor, Manager, and Case Manager/Advisor Surveys

A self-completed online survey of program instructors, managers, and advisors/case managers will supplement the information collected from staff interviews by providing quantifiable data on different aspects of program implementation and operations. From the surveys, the team will develop descriptive statistics to describe the nature of the services provided by program staff and the instruction provided, as well as a range of other factors related to management and staffing. The same instruments will be used in the HPOG National Implementation Evaluation (NIE), which will allow for comparisons to these programs as well.

The case manager/advisor survey collects information on the type and intensity of services staff members provide to students. This includes the type of services provided (e.g., academic and/or non-academic advising, assistance with support services, employment assistance); the number of students they work with; the frequency, length, and mode of interactions with students; and how closely student progress and completion are monitored. The survey also will collect information on staff background and qualifications, staff development activities, service philosophy, staff morale, and perceived effectiveness of program. The manager survey will cover similar questions written to gain the perspective on the same issues from those in supervisory roles. The sample will include the universe of supervisors and case managers/advisors in each program.

The instructor survey will collect data on the nature of instruction provided in the PACE program. Aspects include: class size; the extent to which basic skills are integrated with training instruction; the use of and time spent on different instructional modes (e.g., lectures, small groups, one-on-one, computer-assisted, experiential learning); instructors’ role in providing academic and non-academic advising and other supports; strategies for helping students with academic problems; closeness of monitoring of student progress; and materials and resources used in class. Like the case manager/advisor survey, this survey will also collect information on staff background and qualifications, staff development activities, service philosophy, staff morale, and perceived effectiveness of the program. The team will attempt to include all teachers affiliated with the PACE program, although is
some cases where participants can select from a very large number of training programs the focus will be on those most commonly used.

2.2.7 In-Depth Interviews with Treatment and Control Group Members

Another key implementation study data source will be in-depth interviews with small samples of treatment and control group members. This information will support a more detailed understanding of each group’s experiences.

The design involves conducting two rounds of interviews with up to 15 research subjects in most PACE programs. The first interview will be conducted in-person during the first 4–6 months after random assignment—the period treatment group members normally still would be receiving services—and the second will occur one year later. As detailed below, sampling will be random within three strata: treatment group members that sustained participation in the program, those with a lesser degree of engagement, and control group members.

The discussion guides will focus on participants’ backgrounds and motives for applying to the PACE program. Background characteristics help to understand the prior experiences and unique strengths and challenges shaping subsequent experiences. Examples of background characteristics include family histories, role models, prior education and employment experiences, parenting and other family responsibilities, time constraints, aspirations, and housing and neighborhood context.

For treatment group members who persist in their programs, interviewers will probe factors associated with persistence, including personal/family factors and aspects of programs that may have been especially helpful (e.g., engaging curriculum and teaching styles, support services, supportive community of peers). Interviewers also will explore plans for employment and future training. With regard to treatment group members who do not persist, the interviews will focus on reasons for dropping out (e.g., inability to juggle school and work or family responsibilities, didn’t like the program, faced financial constraints) and plans for pursuing postsecondary education and training in the future. Interviews with control group members will focus on options for occupational training and supports and employment experiences. Did control group members find alternative training programs and, if so, how did they choose them and what were their experiences? What perceptions about school, work-related factors, and other considerations influenced decisions to forego training? What kinds of plans do they have for school in the future?

Although both rounds of interviews will focus on education and employment experiences and plans, the first interview will focus more on issues related to participation in the PACE program or other services, and the second will focus on longer-term progress in education and training, employment and career advancement, and financial stability. Both interviews will be approximately one hour in duration. Between the two waves there will be a short telephone check-in to help maintain contact and update school, work, and other important aspects of personal and living situations.

Interviews will be recorded and transcribed. The text will be loaded into NVivo for analysis. At a minimum, three types of coding will be used:
• Attributes—characteristics of study members (e.g., where they grew up and went to school, living situation and neighborhood).

• Descriptive—including key words and categories such as “goals,” “classes,” “costs,” “supports,” and “persist,” and subcategories, such as educational goals and work goals, support from family/friends and support from the program.

• Patterns—by key word/category within treatment and control group member cases and between these types of cases.

2.2.8 Reporting Implementation Study Findings

The team will provide the following reports based on data and analyses described in this chapter:

Program-specific profiles following the first round of site visits. The profiles will be organized to describe key aspects of each program’s logic model, including: (1) program goals, target population, and structure; (2) major intervention components (e.g., the specific assessment, curriculum, support, and employment strategies included); and (3) other services available in the community.

Implementation sections of program-specific follow-up reports. Each section will include a description of the program, documentation of participant experiences in the program, and implementation experiences and lessons. Each will integrate information from both rounds of site visits; supervisor, case manager/advisor and instructor surveys; program administrative data for treatment group members; and in-depth interviews with participants. Each section will include:

• A logic model detailing the processes through which changes in outcomes are theoretically expected to occur.

• A detailed program description, focusing on signature career pathways components. The descriptions will describe the intervention as designed and implemented. The descriptions will include analytical tables that systematically organize the key findings for each program under each main research area.

• Program timelines or chronologies of the key stages of program development and implementation.

• Documentation of participants’ experiences in the program including participant flow through the program, the extent to which treatment group members receive core program components and reach key milestones, and participant perspectives on the program based on the in-depth interviews.

• Implementation experiences and lessons, including those for scaling up and sustainability.
<table>
<thead>
<tr>
<th>Component, Subcomponent</th>
<th>What to Look For</th>
<th>Implemented (Y/N)?</th>
<th>Modifications (timing)</th>
<th>Assessment of the Strength of Component and Unique Aspects to Highlight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assessments</td>
<td>Academic skills/interests</td>
<td>✓ Basic academic skills ✓ Learning styles/disabilities ✓ Career aptitude/interest</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Academic and non-academic</td>
<td>Non-academic skills and needs</td>
<td>✓ Psycho-social skills ✓ College knowledge ✓ Job readiness skills ✓ Coping skills (personal and family challenges) ✓ Service and support needs.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Instruction and Curriculum</td>
<td>✓ Evidence of integrating applied content into basic skills instruction? ✓ Infusing basic skills into occupational content?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Component, Subcomponent</td>
<td>What to Look For</td>
<td>Implemented (Y/N)?</td>
<td>Modifications (timing)</td>
<td>Assessment of the Strength of Component and Unique Aspects to Highlight</td>
</tr>
<tr>
<td>-------------------------</td>
<td>-----------------</td>
<td>--------------------</td>
<td>------------------------</td>
<td>---------------------------------------------------------------</td>
</tr>
</tbody>
</table>
| **Acceleration**        | ✓ Reorganization of instruction and curriculum to allow completion in a shorter (calendar) time period  
  ✓ Mainstreaming unprepared students in college-level classes (with additional supports) | | | |
| **Flexible delivery**   | ✓ Evening and/or weekend scheduling  
  ✓ Self-paced instruction  
  ✓ Convenient training locations (e.g., in community)  
  ✓ Technology-supported distance learning | | | |
| **Active learning**     | ✓ Project-based learning and problem-solving tasks  
  ✓ Involvement of more work in groups  
  ✓ Foster more classroom interaction | | | |
| **Supports**            |                 |                    |                        |                                                              |
| **Personal guidance and supports** | ✓ Intensive or proactive advising or case management  
  ✓ Faculty and/or peer mentors  
  ✓ Group sessions | | | |
<table>
<thead>
<tr>
<th>Component, Subcomponent</th>
<th>What to Look For</th>
<th>Implemented (Y/N)?</th>
<th>Modifications (timing)</th>
<th>Assessment of the Strength of Component and Unique Aspects to Highlight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instructional supports</td>
<td>✓ Supplemental academic support such as tutoring ✓ Ad hoc sessions on particular topics ✓ Study groups ✓ Self-paced computer instruction ✓ Curricula addressing psycho-social skills, college knowledge, study skills, job readiness skills, and financial literacy</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social supports</td>
<td>✓ Learning communities ✓ Peer/alumni mentors ✓ Teaching social support network building skills</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Supportive services</td>
<td>Provided in house or via referral ✓ Child care ✓ Transportation ✓ Substance abuse counseling/therapy ✓ Mental health counseling/therapy ✓ Domestic violence services</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Component, Subcomponent</td>
<td>What to Look For</td>
<td>Implemented (Y/N)?</td>
<td>Modifications (timing)</td>
<td>Assessment of the Strength of Component and Unique Aspects to Highlight</td>
</tr>
<tr>
<td>-------------------------</td>
<td>------------------</td>
<td>---------------------</td>
<td>------------------------</td>
<td>---------------------------------------------------------------</td>
</tr>
</tbody>
</table>
| Financial assistance    | ✓ Assistance completing financial aid applications and/or identifying sources of support  
|                         | ✓ Direct financial support for education and certification (e.g., tuition, books, test fees)  
|                         | ✓ Direct financial support for other purposes (e.g., reimbursement for child care, transportation or other supports) | | | |
| Connections with Employers | | | | |
| Role in program design and instruction | ✓ Employers involved in designing program/curriculum  
| | ✓ Employers providing instruction  
| | ✓ Employers hosting visits/activities at work sites | | | |
| Employment experience during training | ✓ Cooperative education  
| | ✓ Class projects involving simulations of key occupational tasks or real projects for local employers  
| | ✓ Internships  
| | ✓ Work study  
| | ✓ Visits to local employers  
<p>| | ✓ Job shadowing | | | |</p>
<table>
<thead>
<tr>
<th>Component, Subcomponent</th>
<th>What to Look For</th>
<th>Implemented (Y/N)?</th>
<th>Modifications (timing)</th>
<th>Assessment of the Strength of Component and Unique Aspects to Highlight</th>
</tr>
</thead>
</table>
| Employment after training | ✓ Transitional or subsidized employment  
✓ Apprenticeships  
✓ Unsubsidized employment  
✓ Job development services | | | |
| Meta Strategies | | | | |
| Packaging to promote “bounded choice” | ✓ Bundling courses in sequences with needed supports  
✓ Help participants navigate course offerings and program requirements and admissions and financial aid systems  
✓ Help participants obtain other public benefits and social services | | | |
| Creating a continuous improvement ethos | ✓ Data systems connecting information from comprehensive assessments, college records, financial aid and other services and benefits  
✓ Close monitoring of local economic outlooks, adjustments to training programs based on shifts in demand and technology | | | |
| Moving towards scalability and sustainability | | | | |
3. Impact Study for an Individual Program

The PACE team will conduct a separate impact analysis for each PACE program. This chapter presents the general approach to these analyses with a special focus on statistical procedures.\(^{31}\) In addition, it discusses the timing for reports. Differences in target populations and logic models across programs are such that a number of decisions will need to be made on a program-specific basis. In this chapter, we identify key points where this more detailed specification is needed, but do not provide program-specific analysis plans. Such plans will be developed prior to beginning analysis for each program.

The chapter begins with an overview of research questions (Section 3.1) and the timing of follow-up surveys and impact reports (Section 3.2). It then identifies several broad classes of hypotheses and associated reporting considerations (Section 3.3). Discussions of basic impact estimation (Section 3.4) and statistical power (Section 3.5) follow. Sections 3.6 and 3.7 provide overviews of strategies for exploring sources of variation in impact and causal pathways, respectively, and Section 3.8 discusses several other analytic issues (e.g., multiple sites in two programs, conditionally observed outcomes, missing data). Section 3.9 provides the framework for the cost-benefit analysis. Section 3.10 discusses plans for writing detailed program-specific analysis plans and some open analysis issues.

3.1 Research Questions

The ultimate research questions concern the degree to which PACE programs positively affect the main outcomes specified in the career pathways theory of change (Exhibit 1.2):

- What is the impact of each program on key indicators of progress in career pathways-relevant training, such as persistence in education and the achievement of certificates and degrees?
- What are the impacts of each program on entry to career-track employment, and earnings?
- What are the impacts of each program on individual and family well-being?

The first round of follow-up and its associated reports (capturing at least 15 months of post-randomization experiences) will focus on early education and training outcomes, with provisional analyses of employment-related outcomes. As discussed in Section 3.2, additional follow-up will be needed to begin to get definitive answers to all three questions.

Inasmuch as programs use multiple strategies and target multiple intermediate outcomes to serve multiple subgroups, the impact study for each program also will focus on questions such as:

\(^{31}\) Analysis of the second follow-up (which will be conducted under a separate contract) may include a limited exploratory analyses across PACE sites. See Section 3.8.5.
• Do impacts vary by subgroups or other moderators of impact, and, if so, which characteristics are associated with larger or smaller effects?

• Are there impacts on program services and/or intermediate outcomes that seem to be acting as pathways to observed impacts on attainment of certificates and degrees, or earnings?

The program services of interest will be those that are not systematically offered to all program participants. The team will also study the systematically offered services as part of the implementation study, but we will not attempt to study their impact on student outcomes. 32

3.2 Time Horizon for Impact Analyses

The career pathways theory of change distinguishes several basic categories of hypotheses that apply to every PACE program. Each program aims to promote completion of one or more postsecondary training steps leading to employment and improved earnings and advancement potential. It does this by providing a set of components (assessment, skills and vocational training, supports, employment connections) addressing intermediate outcomes thought to be related to successful completion of training. These intermediate outcomes—organized into six general domains—are expected to show improvement (e.g., more favorable levels for treatment than control group members) and thereby lead to increased performance and persistence in training; improved performance and advancement in jobs; and improved adult, child and family well-being.

Since PACE programs vary in length and in the kinds of credentials that they target (e.g., one-year certificates versus two-year associate’s degrees), they also vary in the expected timing of impacts. For the sake of consistency and future meta-analytic projects, however, the PACE plan provides measures and analyses at the same follow-up intervals across sites. Using the same core measurement protocol 33 for all nine programs provides substantial evaluation cost efficiencies. Common measurement also provides an improved basis for likely future analyses involving a larger number of programs. 34

The first follow-up period captures at least the initial 15 months after random assignment. This time point allows the majority of participants to have completed a substantial portion of their intended training but is short enough to allow them to accurately report on their training experiences. Interviewing participants soon after initial training experiences is important in ensuring that their

32 Readers interested in the effects of systemic program features on student outcomes will want to look for results from the HPOG Impact Study, as discussed in Section 1.7.

33 As is discussed in more detail in Chapter 4, this common protocol does not include administrative data. The team has not imposed a common protocol for reporting of program data and cannot impose one on states for reporting of enrollment and degree awards.

34 As explained in Chapter 1, the HPOG Impact Evaluation is planning such analyses, and at least three PACE programs (those receiving HPOG grants) will be included.
memories of these experiences are still fresh. Employment and earnings during periods of substantial training involvement often will be depressed as participants shift time into school in expectation of higher future earnings. For this reason, short-term impacts of education and training programs on employment and earnings are often negative and not necessarily indicative of longer-term results. As discussed below, first follow-up reports will provide employment and earnings estimates, treated as secondary, rather than confirmatory, analyses for all but one of the sites.

Consistent with early specifications from ACF, subsequent rounds of follow-up and analysis at 36 and 60 months will be needed to test hypotheses for middle- and longer-term impacts, respectively. The emphasis in these cycles would shift to receipt of longer-term credentials (e.g., associate’s degree), employment and earnings, and (at 60 months) other life outcomes that plausibly might be influenced by better working conditions and income (e.g., life satisfaction and mental health, child well-being).

Across sites, analyses for each follow-up period will address the same domains and use data from a single survey questionnaire and the same administrative databases (principally wage records in the National Directory of New Hires and college enrollment records in the National Student Clearinghouse). Given variation in programs’ target populations and logic models, specific outcomes constructed from survey data will be tailored to provide optimal tests for each program. The following section identifies a few key areas where tailoring will occur, particularly in measures of educational progress and career-track employment, and Section 3.10 notes that upcoming analysis plans will provide details for specific sites.

### 3.3 Classification of Research Hypotheses for Testing and Reporting Purposes

As described in Chapter 1, the career pathways framework encompasses a wide range of program inputs and outcomes. Given the large number of impacts which are measurable and of interest and will therefore be the subjects of formal hypothesis tests for program effects, it is critical to structure the analysis in such a manner as to avoid over-interpretation of the large number of false positives that would arise absent a plan to address a multiplicity of tests.

Emerging approaches to this “multiple comparison problem” typically distinguish two categories of analyses. The first category involves tests of “confirmatory” hypotheses—analyses of the most critical

---

35 This is clearly observed in Roder and Elliott (2011) where negative impacts on earnings were observed for the first four quarters following randomization among students randomized to the 12-month intervention.

36 For example, if a program is totally ineffective but 100 tests are run on various outcomes and subgroups, it is expected that 100p of these will falsely indicate evidence of a program effect, where p is the significance level used in the testing. If the outcomes are independent of each other, the actual number of false positive findings will be close to 100p, but if the outcomes are strongly correlated with each other, it is possible for all or none of the significant results to be false positive findings.

effects programs seek to produce and for which findings carry the most consequence. Given that these are the results on which consequential decisions are likely to be made, there is increasing recognition that significance levels should be adjusted to account for multiple comparisons so as to avoid using societal resources on ineffective programs. When sample sizes are modest—as in PACE—such adjustments can take a substantial toll on statistical power, making it harder to detect impacts that do occur. Accordingly, evaluators typically specify a very small number of confirmatory hypotheses.

As multiple comparison adjustment is relatively recent in social policy research, there are no universally accepted standards about when adjustment is necessary. Some organizations have adopted the standard that adjustment should occur whenever there is more than one confirmatory hypothesis. However, others, such as the What Works Clearinghouse (WWC), sanction multiple confirmatory hypotheses without adjustment provided that there is only one confirmatory hypothesis per domain. A rationale for this is that different domains are of interest to different audiences, or that they will be used for different purposes, so that there is no danger that decisions will be made on the basis of significant findings in any domain. The strength of protection against misusing societal resources then depends on breadth with which domains are defined. For its career pathways studies, including PACE, ACF adopted the WWC standard.

The second category covers “exploratory” analyses, a broad category including impacts for a wide range of outcomes and subgroups where findings are less fundamental to the basic question of whether programs were successful. Views of the need for multiplicity adjustments in such analyses vary, and there is generally less of a premium on setting stringent statistical tolerance levels. In part, varying perspectives on exploratory analyses reflect the broad mix of research questions that may be treated as non-confirmatory. For PACE analyses, it will be useful to distinguish two types of non-confirmatory analyses: tests of a limited number of “secondary hypotheses” connected to key assumptions in program logic models, and a larger number of “exploratory analyses” in which expected signs on experimental estimates are theoretically ambiguous or nonexperimental methods are used to analyze statistical mediation. We discuss our approach to analysis and reporting for each of these three categories in a separate section below.

One feature of both confirmatory and secondary hypotheses is that, with the exception of a very limited set of subgroup analyses (see Section 3.6), they will all be one-sided with no ability to distinguish harmful effects from null effects, while all exploratory hypotheses will be two-sided. If the theory linking a program to a specific outcome is not sufficiently developed to clearly identify the expected

---


39 See Section 3.4 for more discussion of the choice between one-sided and two-sided hypotheses.
direction of an effect of the program on that outcome, then any hypothesis about the impact of the program on that outcome will be treated as exploratory.

This classification of hypotheses will be reflected in various planned reporting. One-page executive summaries will only include results from confirmatory analyses. Longer executive summaries may also include the results from secondary analyses—especially where there is a pattern of effects that are consistent with each other and with established positive estimates for the confirmatory hypotheses—but will highlight findings from confirmatory analyses as key evidence of whether the program “works.” The full impact report for a site will assign each category of finding to a separate chapter or section, with clear discussion of limitations and appropriate weight readers should assign to findings.

The following three subsections provide more detail on each class of hypothesis.

### 3.3.1 Confirmatory Hypotheses, Multiple Comparison Adjustment and Composite Outcomes

Hypotheses in this category concern impacts on “primary” outcomes, a subset of the main outcomes articulated in the theory of change for the follow-up point. To keep the risk of false positive findings close to the stated p-values, avoid the need for adjustment (given WWC standards) and attendant loss of power, and simplify interpretation, ACF decided that analyses should limit confirmatory tests to no more than two per program per report, and no more than one per major outcome domain.

For analyses of the first follow-up period (between 1-2 years after random assignment) we will focus on a single confirmatory hypothesis in the education domain. The exact outcome will vary across programs, depending on their theories of change, but will be a simple and well-recognized outcome such as cumulative credits earned or degree/certificate award. In addition, where the local theory of change suggests the strong possibility of early positive earnings effects, a second confirmatory hypothesis about earnings in the fifth quarter following randomization will be tested.

At the second follow-up period (about three years post-random assignment), there will be two confirmatory hypotheses—one in the education domain and one in the employment and earnings domain. As at first follow-up, the primary outcome in the education domain at second follow-up will depend on each program’s theory of change. It again is likely to vary across programs and may differ also from the outcome declared confirmatory for the program at first follow-up. The primary outcome for all programs in the domain of employment and earnings will be earnings in the twelfth quarter following randomization. This is the latest quarter that we think will be available at about the same time as data from the second follow-up survey will become available. The motivation of selecting a single quarter as late as possible was to maximize the proportion of sample members who might be past an initial period of expected negative earnings effects due to intentional reduction of labor force participation during training.

Confirmatory analyses will not adjust for multiple comparisons across the nine PACE programs or across points of time for the same program. The aim is not to generalize to career pathways programs in general or beyond the time periods covered; rather, analyses will focus on each individual program and the longest available follow-up period available. Following the WWC in this respect, the team will also
not adjust for multiple comparisons across the two domains. Since there will be only one primary outcome per domain, there will not be any multiple comparison adjustments in these reports.

The PACE team will designate confirmatory outcomes at 60 months as part of the development of program-specific analysis plans. It is likely that they will address hypotheses concerning cumulative earnings and educational attainment.

### 3.3.2 Secondary Hypotheses

Secondary analyses will consist of tests of a small set of subgroup differences in effects on primary outcomes and tests of overall program impacts on a wider range of outcomes. The latter include: more varied measures of progress in the domains of education and employment/earnings; “intermediate outcomes” in the career pathways theory of change; and additional main outcomes related to primary outcomes but less central to testing confirmatory hypotheses. As mentioned earlier, with the exception of subgroup analyses, all secondary hypotheses will be one-sided. All will be named in the analysis plan for the program before any program effects are estimated on first follow-up data. The reports will show both those with and those without significant program impacts. By way of illustration, secondary hypotheses might concern impacts on:

- **More varied measures of primary outcomes.** The simple measures selected to be primary will not capture all potential dimensions of impact in key domains. The research team is developing measures of progress in education and progress in obtaining career track employment, as discussed below.

- **The primary outcome in subgroups of high programmatic interest.** One example of this is VIDA, where the program randomized individuals not enrolled in a college program and ongoing (enrolled) students, so it would be of programmatic interest to compare effects on the two groups. As another example, consider groups defined by baseline academic assessments. Finding an optimal lower bound on these assessments that could be used as a criterion in the admissions process would be an exploratory analysis, but the program has already defined thresholds on these assessments for who needs to take developmental classes. That threshold could be used to define subgroups for secondary analysis. Again, to discipline the investigation, subgroup analyses in the secondary hypothesis category will be limited to a small number of characteristics.

- **Intermediate outcomes in the theory of change for the program.** Psycho-social factors—for example, a sense of belonging at school—are one likely candidate for this category of analyses in the first follow-up reports.

- **Primary outcomes at off-target points of time.** A program with a long duration, for example, might not be expected to have strong positive impacts on employment as early as 15 months (in fact, they may well be negative), but since policy makers are often interested in getting answers as early as possible about the impact of a program on the long-term goals, the team will likely include employment and earnings as secondary outcomes in the first follow-up reports.
Where appropriate and feasible, the team will use factor analytic methods to reduce the number of non-primary outcome dimensions to fewer indices and their associated hypotheses. Indices will be either pre-specified based on theory or derived empirically using a version of the research sample that omits the treatment/control status of study subjects.

Similar to the analytic procedures planned for confirmatory hypotheses, the team will rely on limiting the number of analyses to control for false positive findings. However for secondary hypotheses, the limitations will be less strict in that the team will allow a careful, but more generous, pre-specification of outcomes (as outlined above) and a moderate number of tests to constrain the risk of false positive findings. These findings will be presented in their own report chapters separate from confirmatory analyses. The introductory section of the chapter on secondary hypotheses will clearly articulate the risk of false positive findings posed by running uncorrected one-sided hypothesis tests for all of them. It will then be left to the reader to decide whether the collection of findings in the section constitutes reasonable evidence that the program is having effects on important peripheral outcomes. If a coherent pattern of significant impacts on secondary outcomes emerges, the team will argue that this will increase the trust the reader should place in the findings. Results of tests of secondary hypotheses will fall into one of two categories, either worthy of being the basis for judging the success of the program when they are part of a consistent pattern that includes positive confirmatory findings, or useful only for refining a future research agenda by suggesting ways to change current programs for future testing.

Whereas primary outcomes for confirmatory hypotheses will be simple, intuitive measure, it is also of value to explore effects on more complex measures tailored to the career pathways theory of change. Two central domains in this theory of change pose especially challenging definitional issues. The first follow-up questionnaire was designed to support the development of more sensitive measures of progress in these domains than the current standard measures. The issues and possible directions, to be worked out in program-specific analysis plans, are summarized below.

*Conceptualizing “progress in education and training.”* The career pathways theory of change presented in Chapter 1 used the shorthand of “persistence and attainment” leading to occupationally relevant certificates and degrees to characterize a focal domain whose operational specification involves substantial complexity. In brief, great diversity in programs and credentials makes it difficult to arrive at parsimonious, widely applicable definitions for persistence and attainment. At a minimum, impact analysis requires measures that are valid and have the same meaning for all treatment and control group members and over varying durations of research follow-up. It also might be convenient to have consistent measures across PACE programs. However, plans to analyze and report on each program separately do not require consistency; in fact, they acknowledge differences in program designs and target populations, implying that different credentials and markers of progress towards them will be appropriate.

For some PACE programs, target credentials with fairly wide applicability to treatment and control groups provide suitable outcomes over the mid to longer range. For example, the I-BEST, Madison Area Technical College and VIDA programs place substantial emphasis on helping participants to achieve associate’s degrees—albeit with greater emphasis on intermediate certificates in the first two. Some explicitly target multiple levels in relatively highly differentiated career pathways in a particular
occupation, such as health (e.g., Carreras En Salud at Instituto, Pathways to Health Care at Pima Community College). Other programs aim primarily to boost receipt of shorter-term college certificates and occupational credentials (e.g., WTA Connect at DMAAC) or college persistence more generally (e.g., Year Up). Still others aim at a diverse array of credentials, including training at colleges and potentially more widely at proprietary and other non-college institutions (Bridge to Healthcare at San Diego Workforce Partnership, Health Careers for All at Workforce Development Council). Though control group members not entering these programs on average share similar educational aspirations at the outset, they potentially may pursue an even wider range of types and levels of education and training.

Measures of educational persistence and attainment must reflect outcomes likely to have occurred in successful programs at successive follow-up stages. The brief sketch above suggests that appropriate short-term measures of educational progress also will vary considerably across programs. For example, at the first follow-up, persistence in college and accumulation of regular college credits are likely to be the most valid indicators for VIDA, I-BEST, and MATC, while elsewhere more general measures of hours of school/training, completion of short-term occupational credentials, or enrolling in any regular college class may be most appropriate.

Expected diversity in types of programs and rates of progress against a variety of credentials within both treatment and comparison groups suggest the potential benefits of indices summarizing instructional hours and credentials. Such indices would convert varying kinds of hours (e.g., college credit/non-credit, non-college) and credentials (e.g., short and long-term) into a comparable metric.

Facing a similar problem in measuring productivity in higher education, a National Academy of Science panel recently issued a general recommendation along these lines—based on an index of “adjusted hours” combining credits and estimated increments (in hour units) from credential receipt.\(^40\) NAS proposed to investigate methods for translating credentials into hour units based on estimates of their incremental utility (that is, beyond the value represented by credits alone). Recognizing the substantial challenges in defining and estimating incremental utility, the panel acknowledged that considerable work was needed to create valid performance measures. For example, the panel felt that basing weights on economic utility raised large conceptual and empirical (data and analysis requirements) challenges.\(^41\) It concluded that more technical work was needed to devise and test measures suitable for high stakes applications like performance measurement.

In PACE, the requirements are somewhat broader given the importance of counting instruction not resulting in regular college credit (at colleges as well as other kinds of institutions) and a wide range of types of credentials (e.g., professional certifications and occupational licenses). It currently seems most

\(^{40}\) Sullivan et al., 2012.

\(^{41}\) Utility here would be lifetime benefits from the training, education, or credential. Benefits would include both material benefits (e.g., earnings) and immaterial benefits (e.g., satisfaction with the nature and contributions of one’s work).
feasible to establish, in each site, a limited number of discrete measures based on measures of hours, persistence (allowing for breaks in enrollment consistent with the flexible entry/exit notion in career pathways), and credentials most relevant to each program and target population. At the same time, it also seems worth investigating further the potential for joint measures for individual sites.

This work will be guided by the information collected in the site visits and other aspects of the implementation study. The team will select the primary outcome measure for each program that will be most sensitive to its goals for participants at the first follow-up. Looking at program-specific target populations and interventions, the team will determine whether a weighted composite measure of substantial educational progress or, alternatively, a small number of discrete outcomes (such as credits, non-credit instructional hours, and credential attainment) would be most appropriate. The PACE first follow-up survey provides substantial detail on these outcomes.

Measuring “career-track employment.” Accession to, and progress in, career-track employment are primary objectives in career pathways programs. The concept of career-track employment does not have a widely accepted operational definition. It is generally understood to denote employment in fields requiring at least some postsecondary training and providing opportunities for growth in skills, responsibilities, earnings and satisfaction.

The PACE survey will obtain information on occupation sufficient to code to standard U.S. Census categories. There is a great deal of secondary data and analysis on skills, education, and wages associated with these categories and their international counterparts. Notably, the U.S. Bureau of Labor Statistics O*NET databases link occupational codes to skill and education requirements, and there has been extensive estimation of the degree to which specific occupations require skills needed in a knowledge economy, the extent of postsecondary education possessed by average incumbents, and average wages.

It thus should be possible to create one or more indicators of the degree to which PACE survey respondents are working in “career-track employment.” The indicators likely would be operationalized as joint outcomes summarizing both employment and whether employment was career-track based on one or more occupation-based criteria (e.g., requisite training, skills, and typical wage growth).

Joint measures of career pathways progress summarizing education/training and employment dimensions. Given that progress in career-oriented education and employment are both primary hypotheses, it may be desirable to construct a more general measure of progress in career pathways summarizing the two. Such an approach has two potential virtues. First, it helps to address the central idea in career pathways of closely linked progress in education and employment. Because the time paths to impacts on the two fronts can vary across individuals and programs, a joint measure appropriately credits impacts occurring on either front. Second, where appropriate, combining indicators within a single domain is a recommended approach to avoiding loss of power due to multiplicity. The simplest

---

42 See, for example, Schochet, 2008.
such outcome would be a measure summarizing whether there has been a positive outcome in neither, either, or both domains.

There is also the possibility for interesting analyses of progress in career pathways based on two new items developed for the first follow-up survey:

I am going to read you two statements. Please tell me whether you would say you strongly agree, somewhat agree, somewhat disagree, or strongly disagree with the following statements:

<table>
<thead>
<tr>
<th></th>
<th>Strongly agree</th>
<th>Somewhat agree</th>
<th>Somewhat disagree</th>
<th>Strongly disagree</th>
<th>REF</th>
<th>DK</th>
</tr>
</thead>
<tbody>
<tr>
<td>a.</td>
<td>I am making progress towards my long-range employment goals.</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>b.</td>
<td>I see myself on a career path.</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
</tbody>
</table>

As these items use a common scale, they readily can be combined across respondents, programs, and time periods (including periods respondents are and are not in school). The strength of this approach is that individual satisfaction is, in itself, an important outcome—and individual respondents may be in the best position to gauge progress in meaningful terms. The most obvious validity concern is that the questions elicit subjective assessments for which underlying frames of reference are unknown (and may vary greatly across individuals and groups). It thus is important to investigate their psychometric properties through analysis of correlations with more objective measures of progress in education and employment at the first follow-up. If results are promising, including these measures in analyses of secondary hypotheses could be informative.

3.3.3 Exploratory Hypotheses

All hypotheses of program effects on outcomes not treated as confirmatory or secondary hypotheses will fall into this classification, as will most hypotheses concerning differential program effects on subgroups (Section 3.6), all hypotheses concerning mediation (Section 3.7) of program effects via program components and/or intermediate outcomes, and all hypotheses concerning program effects on conditionally observed outcomes (Section 3.8). The number of exploratory hypotheses is likely to be large (e.g., several hundred hypotheses, including subgroup effects, per program).

With this many hypotheses being tested, a considerable number of false positive findings are to be expected, but the team will not make any adjustments to control the number of false positive findings other than switching from one-sided tests to two-sided tests. Instead, report readers will be warned that many of the findings may reflect chance variation rather than true impacts, and that all the findings in this chapter of the report should be used primarily as a guide for shaping future research agendas. These findings can guide future research by distinguishing “dry wells” – approaches that do not show promise – from those with potential impacts. Further, for subgroup analyses, even exploratory findings may be useful for program administrators who must restrict admissions due to excess demand. In such cases, even guidance that may include some false positives may be better than rules that would otherwise be used to restrict admission.
3.4 Basic Methods for Estimating Impacts

This section describes the basic impact estimation methods, including the inferential frame, the use of models, the selection of covariates, and standards of statistical evidence. It also discusses how the reports will present findings.

3.4.1 Inferential Frame

The main PACE findings will represent the average effect of granting access to the career pathways program for the whole population determined to be eligible. Since analyses will include all individuals who were randomly assigned, regardless of participation in the program, these analyses will constitute estimated effects of the intention to treat (ITT).43

3.4.2 The Use of Models

The team will estimate impacts using a model that “regression adjusts” the difference between average outcomes for treatment and control group members by controlling for exogenous characteristics measured at baseline. Controlling for baseline covariates reduces distortions caused by random differences in the characteristics of treatment and control group members and thereby improves the precision of impact estimates. It also helps to reduce the risk of bias resulting from attrition (i.e., individuals failing to complete follow-up surveys).44 As is discussed in more detail below, there is no need to correctly specify the shape of relationships between covariates and outcomes to obtain these benefits. Valid results are obtained even with misspecified models.

Experimental impacts for binary45 and continuous outcomes will be estimated by the coefficient on a 0/1 treatment variable in a linear regression model such as the following:

\[ Y_i = X_i \beta + \delta T_i + e_i \]  

(3.1)

43 The team will also prepare estimates of the impacts of the treatment on the treated (TOT)—that is, participants who at least initially appear for service, or receive a specified minimum service dosage. Stronger assumptions must be made to estimate these. The estimating approach is given in Section 3.8.2.

44 If attrition is varied across treatment and control groups, as is often the case given that the provision of services creates opportunities for study researchers to stay in touch with members of the treatment group, and if the baseline covariates are related to both the propensity to attrit and to the outcome of interest, then controlling on those covariates will reduce nonresponse bias in the same way that covariate adjustment reduces selection bias in an observational study. The team will also take other steps to reduce this risk, as discussed in Section 3.8.4.

45 The team considered using logistic or tobit regression for binary outcomes, but communication of results is much more challenging when these models are used.
where $Y_i$ is the outcome, $X_i$ is a row vector of baseline covariates, $\beta$ is the vector of parameters indicating the contribution of each covariate to the outcome, $T_i$ is a 0/1 dummy variable indicating treatment group membership, $\delta$ is the effect of treatment, and $e_i$ is an error term that is independently and identically normally distributed across study members. The team may analyze experimental impacts for ordered categorical outcomes in the same manner, or may break them up into one or multiple binary outcomes and then analyze them in that form.

### 3.4.3 Covariate Selection

As described in Chapter 4, data collected at baseline provide a rich set of candidates both for inclusion of covariates and for subgroup analysis described below in Section 3.6. Baseline survey data include: demographic information, such as race and gender; educational history of the individual and his/her parents; and scores on a number of psycho-social scales, such as academic self-confidence and discipline, social support, personal and family challenges and depression (each score constructed from 7 to 12 responses). Administrative data include prior earnings from the National Directory of New Hires and scores on the program’s academic assessments (if available).

There is a long-standing tradition of adjusting for covariates in social experiments, and a recent paper lends formal support to this tradition. However, this paper also reiterates one point stressed by critics of covariate adjustment: purposeful covariate selection can alter estimates of program effects and thus it is vital that the selection of covariates be made in a manner blind to treatment effects. Also, it is important to avoid strong colinearity among covariates. In PACE, there are too many available covariates to consider using all of them and many of them will be subject to strong colinearity, so the team will be careful in selecting them.

One standard approach to “blind” selection of covariates is to select them in advance based on their expected correlations with key study outcomes and each other. With this approach, it is impossible to steer effects in directions desired by the analyst. However, this approach would likely affect power negatively, since it is difficult to tell in advance which of the potential covariates will be the best predictors of the outcomes. An approach that is more powerful but still rigorous is to fit separate models for outcomes on the treatment and control samples using both personal judgment and formal

---

46 The errors for binary outcomes cannot be normally distributed, but research such as Judkins and Porter (2013) indicate that this ordinary least squares (OLS) model will work well for non-normal outcomes. This research demonstrates that for unclustered data, it is not necessary to use robust standard errors in testing or to use alternate robust testing methods unless sample sizes are very small and the binary outcome is very rare. As long as five events are expected in both the program and control groups, standard OLS inferences are valid.

47 Lin, 2013.

48 If some of the covariates are strongly correlated with each other or linear combinations of each other, a critical matrix that must be inverted to obtain program effect estimates can become “ill-conditioned.” Ill-conditioned matrices are difficult to invert and some parameter estimates can become very unstable.
covariate selection algorithms such as “stepwise” selection and then to take the union of the variables that are selected for the two separate models.\textsuperscript{49} The team will use this latter approach as it likely will yield the greatest power, but since it is implemented prior to estimating impacts, this approach prevents shopping for favorable covariate decisions. The team will do this for all the primary and secondary outcomes and then take the union of all covariates selected for any of the outcomes. Within the union, the team will check for any instance of strong collinearity. If such pairs of variables are discovered, the team will only keep one variable from each collinear pair and then use this single set of covariates for all substantive models in the report. Having this consistent set of covariates will simplify programming, quality control, and documentation. To the extent possible, the team will seek to utilize a consistent set of covariates for all programs, although the availability of different administrative data\textsuperscript{50} across programs will likely result in the covariates not being identical in all of them.

3.4.4 Standards for Statistical Significance

There are several common standards for judging statistical significance. The choice among them depends on evaluators’ tolerance for false positive findings (Type I errors) and false negative findings (Type II errors). In the PACE impact reports, tests will be considered statistically significant in the text and highlighted in tables if the p-value is less than or equal to 0.10. Tests with smaller p-values will be separately flagged and discussed as providing various degrees of strength of evidence. More specifically, one star for 0.10 will designate “suggestive” evidence, two for 0.05 will designate “moderate” evidence, and three for 0.01 will designate “very strong” evidence.

A p-value threshold of 0.10 for associated tests to be declared as statistically significant is a less stringent standard than the threshold of 0.05 used in most pharmaceutical and medical device trials and in many social experiments. In those experiments, decisions are being made to approve a drug or device for universal usage and public funding or perhaps to continue an expensive national program. In that context, a low risk of false positive findings is desirable in order to avoid massive and decade-long societal expenditures on ineffective products, and, therefore, the 0.05 threshold is appropriate. In contrast, when deciding whether further development and testing of a promising innovation is warranted, the less conservative 0.10 standard of evidence of impact is appropriate since the societal burden of continuing to research such programs is small. Most PACE programs fall into the latter category, although at least two (Year Up and VIDA) may be closer to the former.

\textsuperscript{49} This is similar to the approach suggested by Tsiatis et al. (2008). There are a number of variations on this basic schema that have been considered such as only using the control sample to select covariates or using separate analysis teams to do the work on the treatment and control samples.

\textsuperscript{50} Most administrative data will not be eligible to use as covariates since they will only be observed on the treatment sample, but baseline assessments of college readiness and basic academic skills are an important exception. When these are given consistently to both groups prior to randomization, the team will consider using them.
As mentioned earlier, one-sided tests will be used for confirmatory and, for the most part, secondary hypotheses while two-sided tests will be used for exploratory hypotheses. A one-tailed test is more sensitive to beneficial program effects but is appropriate only when it is not important to be able to distinguish harmful program effects from no effect. The team believes all of the PACE confirmatory and secondary hypotheses (except for the limited number of subgroup analyses in the latter category) are of this kind.\textsuperscript{51}

In exploratory analyses, the team will apply two-tailed tests. These involve mainly differential impacts by subgroups where we expect to have no a priori grounds for judging which subgroups will experience stronger effects. While it might be possible to argue that some of the other exploratory hypotheses could be appropriately set up as one-sided, it will reduce confusion if the same type of test is used for all the exploratory analyses.

### 3.4.5 Presentation of Impact Findings

In some journals, it is common to report estimates of both $\beta$ and $\delta$, even though only the latter are of substantive interest. However, in the field of evaluation of federal programs it is more common to relegate findings for the full model to technical appendices and just present estimates of $\delta$ in the main text, perhaps after rescaling as effect sizes.\textsuperscript{52} However, estimates of $\delta$ will be more useful if they are presented in the context of the level of the outcome under treatment and control conditions, and thus we will include both in tables like Exhibit 3.1.

**Exhibit 3.1: Mockup of Effect Reporting**

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Program Group</th>
<th>Control Group</th>
<th>Effect of Program</th>
<th>Standard Error</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attained an Associate's degree. within 60 months after random assignment</td>
<td>XX.X</td>
<td>YY.Y</td>
<td>-/+ZZ.Z</td>
<td>WW.W</td>
<td>.VVV</td>
</tr>
</tbody>
</table>

As noted earlier, the reports will highlight those program effects that are judged to be significant ($p$-value less than 0.10) by placing a star next to the point estimate. In addition, devices will be used to draw more attention to those effect estimates with smaller $p$-values. Those estimates of program effects with $p$-values less than 0.05 will be flagged with two stars and those with $p$-values less than 0.01 with three stars. Highlighting three levels of statistical significance will allow readers with different

\textsuperscript{51} Furthermore, in the near term, it seems unlikely that any of the programs could lead to lower attainment of postsecondary education than otherwise would be the case. In the long term, the team expects all programs to raise earnings even if there may be some counter-effects on earnings while the participants are in training.

\textsuperscript{52} This is typically done by dividing the estimated program effect by the pooled uncorrected standard deviation of the outcome within the treatment and control arms. This is known as Cohen’s $d$. For a discussion of this statistic and related approaches to standardizing effect measurement, see Rosenthal (1984).
tolerances for Type I and Type II errors to quickly scan tables for program effects that meet their own evidentiary standards. The reports will also provide standard errors so as to facilitate better understanding of null findings.

Although most of the column headings are self-explanatory, a clarification in what will be entered in the program and control group columns is needed. The program group column will show the mean observed outcome in the treatment group, such as the percent who obtained a credential or the mean number of college credits earned. The control group column, however, will not show the actual mean response among control group members. Showing the actual mean for the control group in this column would be confusing because the difference in actual means between the treatment and control groups will not be equal to the estimated treatment effect. To avoid this potential confusion, the control group column will include regression-adjusted projections of what would have been observed in the treatment group if there had been no intervention. With this convention, if a reader calculates the difference between the two columns, they will obtain the estimated program effect. The reports will provide a note to impact tables explaining this procedure.

### 3.5 Minimum Detectable Effects (MDEs)

It is important to calculate minimum detectable effects (MDEs) before beginning an evaluation to ensure that the design provides samples large enough to detect impacts that matter to policy makers and practitioners. The MDE is the smallest true effect that a study will be able to detect at specified levels of power and statistical significance. Power refers to the probability of detecting a statistically significant impact of given size when it exists (i.e., avoiding Type II error) and typically is set to 80 percent. The statistical significance level in a hypothesis test equals the probability of rejecting the hypothesis of no impact when it is correct and there really is no impact (i.e., making a Type I error). As discussed earlier (in Section 3.4.4), the standard for statistical significance in PACE will be .10, though tables will report whether results meet more stringent levels (0.01, 0.05) as well. This section discusses the MDEs pertaining to PACE samples.

#### 3.5.1 MDEs for Tests of PACE Programs

Exhibit 3.2 presents MDEs for three sample sizes—one for sample size targeted in most PACE programs, one for a program falling short in recruitment, and one for the larger sample recruited for Year Up.

**Exhibit 3.2: Minimum Detectable Effects for Confirmatory Hypotheses**

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Percent with Substantial Educational Progress (Confirmatory at First Follow-up)</th>
<th>Average Quarterly Earnings (Confirmatory at Second and Third Follow-ups)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MDE for Sample Sizes with:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>500 T: 500 C (most programs)</td>
<td>6.2</td>
<td>$324</td>
</tr>
<tr>
<td>300 T: 300 C (recruitment shortfall)</td>
<td>8.0</td>
<td>$418</td>
</tr>
</tbody>
</table>
### 3.6 Subgroup Analysis and Other Types of Effect Moderation

An earlier section discussed the important category of hypotheses addressing potential differences in impacts for research subjects with different personal and family characteristics at the start of the study (i.e., the point of random assignment). This section outlines several aspects in specifying and estimating subgroup differences.

Hypothesized moderators can be specified in different ways. Consider possible specifications of father’s educational attainment, for example. One specification would be as a binary variable indicating whether the father had a college degree. Another might be to code father’s educational attainment on the basis

---

53 These earnings variance estimates (derived from standard deviations of $12,748 and $10,160 in annual earnings for treatment and control groups, respectively) were the only variance estimates available for populations actually served in PACE sites. Though based on a small survey sample (120 treatment, 44 control), they are very close to estimates P/PV provided PACE for participants in its sectoral demonstration project, which involved a wider age range than the youth (18–24) targeted in Year Up. The projected variance reductions due to use of baseline variables are from Nisar, Klerman, and Juras (2013).

54 As discussed earlier in this chapter (Section 3.3.1), the team will define measures of progress in training as applicable to each site’s target population at specified follow-up intervals. The team anticipates that credit hours and credential receipt will figure prominently in the definitions.
of years of school completed—say on a scale of 1 to 19—and treat this scale as if it were interval-valued. A third option would be to define an indicator variable for each of several levels of father’s educational attainment, such as high school graduate, associate’s degree holder, and bachelor’s degree holder or higher, leaving one level out as the comparison category (in this example, less than high school graduation). Expanding on equation (3.1), let \( X_{i}^{d} \) denote the value of a specific variable or cluster of indicator variables for the levels of a categorical variable from \( X_{i} \), the row vector of baseline covariates. The moderating effect of \( X_{i}^{d} \) on treatment will be estimated using the model:

\[
Y_{i} = X_{i} \beta + \delta T_{i} + T_{i} X_{i}^{d} \gamma_{d} + e_{i},
\]

(3.2)

where \( \gamma_{d} \) represents the moderating effect of \( X_{i}^{d} \). A standard two-sided t-test will be used for testing whether \( \gamma_{d} = 0 \) if \( X_{i}^{d} \) is binary or continuous. If \( X_{i}^{d} \) is categorical with three or more levels (such as a three-level racial classification), then a standard F-test will be used for testing whether all the components of \( \gamma_{d} = 0 \).

For continuous moderators (e.g., baseline skills assessment scores), analyses will test for nonlinearities in the interaction of treatment with the moderator. This might happen, for example if the program is most effective for the students in the middle range of the entrance exam but is largely ineffective for students at both low and high levels. Tests of nonlinearities will use categorical specifications for moderators, corresponding to the quintiles of the moderator and then fit models like:

\[
Y_{i} = X_{i} \beta + \delta T_{i} + T_{i} X_{i}^{d} \gamma_{d} + \sum_{Q=1}^{5} T_{i} X_{i}^{Qd} \gamma_{Qd} + e_{i}
\]

(3.3)

In this model, \( \gamma_{d} \) is the overall linear interaction of the moderator with the treatment and \( \gamma_{Qd} \) is how the interaction differs in the Q-th quintile. An F-test will then be run for \( \gamma_{Qd} = 0 \) for all five quintiles. Given a finding of nonlinearities, differences will be presented by quintiles. Compared with continuous forms, presenting results for quintiles makes it easier for analysts and readers to identify subgroups for which programs may be relatively more or less promising.

Absent nonlinearity (that is, on failing to reject the hypothesis that \( \gamma_{Qd} = 0 \) in all components), presentation will center on linear effects (e.g., students at the zero level of \( X_{i}^{d} \) experience a program effect of \( \hat{\delta} \) and that effect changes by \( \hat{\gamma}_{d} \) for every unit increase in \( X_{i}^{d} \)). Note that \( \hat{\delta} \) and \( \hat{\gamma}_{d} \) are sensitive to the location and scale of \( X_{i}^{d} \). If there is a natural scale for \( X_{i}^{d} \), like age in years, then analysis will use this scale. Otherwise, variables will be transformed to have a mean of zero and standard deviation of one—then, \( \hat{\delta} \) is more readily interpreted as the effect of the program at the average values of \( X_{i}^{d} \), and \( \hat{\gamma}_{d} \) shows the intensification of the effect for a one-standard deviation change in \( X_{i}^{d} \).
3.7 Testing Pathways in the Theory of Change

Experimental contrasts in PACE were designed to estimate each program’s overall impacts. Nonexperimental methods are necessary in tracing the causal pathways through which any overall impacts may have occurred. This section describes plans for exploratory analyses of the degree to which experimental impacts are mediated by key program service components and intermediate outcomes in program logic models. It briefly describes the planned approach and then explain its underlying concepts, the assumptions on which the approach is based, and the analytic opportunities and challenges.

Analyses of mediation will be limited to programs with statistically significant impacts on primary outcomes. These analyses will estimate a variety of pathways from measured services to more proximate and distal outcomes as summarized in the general career pathways theory of change. Hypothesized mediators—represented as systems of equations—will be specified to capture testable features of the program’s logic model. For two reasons, it will not be possible to test the full range of potentially influential program features and mediators. First, the analysis leverages variation in exposure to services at the individual level, and effects cannot be estimated for program features to which all treatment group members are exposed. For example, all Year Up participants take the same courses and are subject to the same rules concerning professional behavior. Second, notwithstanding rich measures of intervening outcomes in PACE follow-up surveys (e.g., psycho-social factors, sense of career development, material resources), some domains cannot be measured well through self-reports. Most notably, valid measures of developing skills require task-based assessment.55

The first step will be to delineate, for each PACE program, hypothesized mediators that can and cannot be measured through either survey or program administrative data.56 Measureable mediators will be highlighted within full logic models to identify subsets of pathways and pathways segments that can be observed. The resulting set of potentially testable hypotheses for each program is likely to be substantial, given the relatively comprehensive nature of PACE programs and rich available data.

The first follow-up survey measures an extensive array of specific features of instruction, supports, and employment experiences recognized as “signature career pathways strategies” and to which participants may experience varying degrees of exposure. It establishes for instruction, for example, the extent of participation by program type and provider, as well as appraisals of instructional approaches (e.g., hands-on learning, contextualization). The wide range of supports measured includes varied forms of personal assistance (e.g., academic guidance, tutoring, help securing supports), support services,

55 Chapter 4 discusses assessment tools that could be used to remedy these gaps. Decisions on whether to collect these additional data will be made in the near future.

56 Although program administrative data mostly provide measures of differential exposure to intervention features only for treatment group members, it may be possible to determine that virtually no control group members were subject to some features and thus impute zero exposure to all control group members.
financial assistance, and instruction in general skills needed to succeed at school and work. The survey obtains measures also for exposure to work-based learning through internships and project-based assignments.

Two steps will be taken to identify the most parsimonious possible sets of pathways. First, as in the main experimental impact analyses, where possible multiple indicators will be summarized as indices for high-level constructs corresponding to principal domains in the career pathways theory of change. Second, experimental findings will serve to refine hypothesized pathways. Analyses generally will not include services or intermediate outcomes for which there are no statistically significant treatment-control differences.\(^{57}\)

Although the equations the PACE team will use for analysis of mediation methods are complex, the basic concepts and the assumptions required to justify them are not. The section below describes the concepts the team will employ, and the assumptions on which they depend, using examples from PACE programs. Subsections use a programmatic example that moves from the simplest version of the analysis method to the most complex method.

**One Mediator in a Linear System\(^{58}\)**

Many PACE programs offer intensive and frequent academic advising intended to improve nontraditional students’ completion of credentials by imparting a variety of skills including individual and group study skills, strengthening academic self-confidence, and time management.\(^{59}\) If a PACE program offers intensive academic advising and has a positive effect on completion of college credentials, two questions arise: did the advising contribute to the positive outcome, and if so, to what extent did it contribute? Two equations characterize the approach to answering these questions.

Let \((T, M, Y)\) represent treatment status (treatment versus control group member), the value of the mediator (e.g., how much career counseling an individual received), and the main outcome (e.g., completion of a degree). The indirect effect of treatment on \(Y\) mediated by \(M\), the contribution of the

\(^{57}\) The analysis will consider two kinds of exceptions to this approach. First, where subgroup differences in impacts occur for a mediator for which impacts are not statistically significant overall, the mediator may be retained, along with corresponding interaction terms. Second, mediators may be retained where theory or prior evidence indicates that likely impacts may have been “suppressed” by impacts on a countervailing factor that also can be included in the analysis. For example, a program that increases perceived social support by creating a strong “learning community” might reduce utilization of counseling for help with self-esteem issues.

\(^{58}\) For ease of explanation, for the most part in this section discusses linear models, but in the actual analysis the team will use more general approaches that do not require an assumption of linearity. This is discusses briefly at the end of this section and in greater detail in Appendix A.

\(^{59}\) The text begins with an example of a program component for ease of explanation, but analytically could have begun with an intermediate outcome.
mediator to the outcome, is often estimated as the product of the effect of \( T \) on \( M \) with the effect of \( M \) on \( Y \). The standard system of equations from Baron and Kenny (1986) is:

\[
M_i = \alpha_1 + aT_i + e_{1i} \\
Y_i = \alpha_2 + dT_i + bM_i + e_{2i}
\]

(3.4)

where it is assumed that the errors are normally and independently distributed across individuals with mean zero and constant variance, and that \( e_{1i} \) and \( e_{2i} \) are furthermore independent of each other. Here, \( a \) represents the intervention’s effect on \( M \) and \( b \) further indicates how increases in \( M \)—whether treatment-induced (through \( T \)) or by other channels—increase \( Y \). The core idea is that if the team can estimate how much a unit increase in \( M \) increases \( Y \), as well as how much \( T \) increased \( M \), then multiplying one by the other will provide the average effect across all treatment group members. The direct influence of treatment on this outcome (e.g., of \( T \) on \( Y \)) is reflected in \( d \). Under the stringent conditions regarding error terms noted above, the two equations in 3.4 can be estimated with ordinary least squares and the indirect effect of treatment on \( Y \) mediated by \( M \) estimated as \( \hat{a} \hat{b} \). Also, \( \hat{d} \) is taken to be the direct effect of \( T \) (i.e., the effect of \( T \) on \( Y \) that is not mediated by \( M \)).

If \( M \) (or \( Y \)) is an unconditional outcome, i.e., where its having a value does not depend on some post-random assignment status and thus it holds for all treatment and control group members, the effect of \( T \) on \( M \) (or \( Y \)) can be estimated experimentally.\(^{60}\) However, since, unlike \( T \), \( M \) is not randomly assigned, its effect on \( Y \) cannot be estimated experimentally. This lack of random assignment makes it is easy to imagine many ways in which the assumptions of this simple model will be violated. If those who receive more advising are more disadvantaged academically than other students, then the two errors will be negatively correlated. In this illustration, prior academic disadvantage is a common cause of both the mediator (intensity of advising) and the main outcome (completion). Another way to think about what it means for the errors to be independent is that there are no common causes of the two variables. Since in this illustration academic disadvantage is a common cause of both the mediator and the main outcome, the two error terms are not independent and, therefore, a critical assumption of this model is violated. Dependence of the two errors is commonly referred to as either confounding or selection bias.\(^{61}\)

\(^{60}\) Potential mediators may not always be measurable for the full sample, for example, if having a value depends on being in postsecondary education and training and not all sample members are (see Section 3.8.3 for a fuller discussion). In such a case, the team will drop sample members who are not trainees, but this has the consequence that estimates of impact on both \( M \) and \( Y \) will be nonexperimental and thus require stronger assumptions.

\(^{61}\) Note that the model contains no interaction term for \( T \) and \( M \), so there is an implicit assumption that the career counseling affects completion the same whether other components of the intervention are in place or not. Theoretically, interaction terms could be added but findings would be difficult to present and sample sizes likely would be inadequate.
In this example, adding a baseline variable that fully captures academic disadvantage insofar as it causes both higher levels of advising usage and lower completion rates overcomes the problem of selection bias. Thus the team adds a vector of \( p \) baseline covariates, \( X_i \), to the model:

\[
M_i = \alpha_i + X_i \beta_i + aT_i + e_{1i} \\
Y_i = \alpha_2 + X_i \beta_2 + dT_i + bM_i + e_{2i}
\]  

(3.5)

More generally, the intent is to try to include all exogenous common causes of the mediator and the main outcome. Adding these covariates into both equations makes it more plausible that the errors have constant means of zero, constant variance, and that they are independent of each other. However, this is still a very strong assumption and is essentially the same one made in a nonexperimental evaluation with a comparison group when it is assumed that there are no omitted covariates that influence both the outcome and selection into treatment; if this is violated the estimates will contain bias.\(^62\)

**Parallel Multiple Mediators in a Linear System**

As noted earlier, career pathways program designs are based on the assumption that successfully improving main and intermediate outcomes requires multiple program components that do not operate independently (i.e., assessment, training, services, employment connections). If this assumption is true, then the analysis of a single mediator in isolation is not likely to yield an accurate estimate of its contribution to the main outcome. To continue the example, in addition to more intensive advising, a number of PACE programs provide various forms of financial support to reduce participants’ need to work while they are in the program and thus allow them to focus on education and training. In this case, one can imagine how the availability of greater financial support could cause treatment group members both to attend more advising sessions and to complete a credential. This would create a post-random assignment confound similar to the pre-random assignment confound that required adding covariates with the single mediator. So in addition to the need to add covariates, in a multi-dimensional intervention such as a career pathways program, the team cannot be satisfied with a model with a single mediator.\(^63\)

---

\(^{62}\) It is notable that although there are a rich set of baseline characteristics, they were not chosen to predict which individuals would need particular services.

\(^{63}\) Fitting a series of single mediator models is sometimes done, but for the reason given above, the team does not adopt it. See, for example, page 511 of Bullock and Ha (2011). “This practice [of considering mediators one at a time] makes biased inferences about mediation even more likely. The researcher, who already faces the spectre of bias due to the omission of variables over which she has no control, compounds the problem by intentionally omitting variables that are likely to be important confounds.”
Let \((T_i, X_i, M_{i1}, \ldots, M_{iq}, Y_i)\) represent a richer vector of student-level data with \(p\) baseline covariates and \(q\) parallel mediators. In this type of model, all the mediators are exclusively program components.\(^{64}\) This assumption makes the assumption of parallel mediation more plausible. Preacher and Hayes (2008) indicate how to fit a system of \(q+1\) equations for this vector:

\[
M_{i1} = \alpha_i + X_i \beta_1 + a_i T_i + e_{i1} \\
\vdots \\
M_{iq} = \alpha_q + X_i \beta_q + a_q T_i + e_{iq} \\
Y_i = \alpha_{q+1} + X_i \beta_{q+1} + dT_i + b_{i1} M_{i1} + \cdots + b_{iq} M_{iq} + e_{q+1,i}
\] (3.6)

In this model, all the errors must have zero means and constant variance (although each can have a different constant variance), all errors must be independent across individuals, all errors must be independent across equations,\(^{65}\) and the linear specification of the \(M_i\)’s influences on \(Y\) must be correct. If these conditions are met, then the indirect effect of any particular mediator \(M_{iq}\) is estimated to be \(\hat{a_i} \hat{\beta_q}\). They can be compared to each other to see which is largest. Formal testing can also be done on contrasts of the indirect effects.

**Serial and Parallel Multiple Mediators in a Linear System**

As illustrated in Exhibit 1.2, the components of PACE programs are expected to lead to improved main outcomes through specific intermediate outcomes. Thus, in the example, more intensive advising is not expected to affect completion directly, but rather through an intermediate outcome such greater academic self-confidence. Similarly, financial supports in and of themselves do not directly affect completion but may have a positive effect on completion through greater time for study or reduced financial stress. This suggests the need to consider parallel mediators as well as serial ones.

This pattern of serial and parallel multiple mediation can be formalized as follows. Let \((T_i, X_i, D_i, \ldots, D_{qi}, W_i, \ldots, W_{ri}, Y_i)\) represent a richer vector of individual-level data with \(p\) baseline covariates \((X)\), \(q\) parallel program components \((D)\) and \(r\) parallel intermediate outcomes \((W)\). The program components cause the intermediate outcomes, so the team estimates serial as well as parallel mediation. To utilize this data, the team needs to fit a system of \(q+r+1\) equations that involves:

\(^{64}\) All the mediators could have been exclusively intermediate outcomes.

\(^{65}\) For this independence assumption to be met, there must be no omitted common causes of any of the mediators and the outcome. These common causes could be either baseline characteristics or post-randomization phenomena. This is not quite as strong an assumption as saying that there must be no omitted mediators, but it is close to being this demanding since, by definition, any mediator is a cause of the main outcome. So the only mediators that could be omitted without violating model assumptions are those that are independent of all the included mediators.
• Regressions of each program component on treatment status and covariates,
• Regressions of each intermediate outcome on treatment status, covariates, and all of the program components, and
• A regression of the main outcome on all the other variables.

Fitting such a system would provide estimates of the indirect effects of specific services on specific intermediate outcomes, the indirect effects of specific intermediate outcomes on the main outcome, and doubly indirect effects of specific services through specific intermediate outcomes on the main outcome. Stringent assumptions must be made about the errors as in the simpler models, but they become more plausible with this level of complexity.

**Serial and Parallel Multiple Mediators with Simultaneous Moderation and Moderated Mediation in a Linear System**

Effects of treatment are likely to vary across subgroups defined in terms of baseline characteristics (as discussed in section 3.6). For example, training through a career pathways program may be more helpful to women than to men. Furthermore, the various indirect effects are also likely to vary across subgroups, for example, those with a high baseline score on academic self-confidence may be unlikely to benefit much from program components aimed at that intermediate outcome. Following Baron and Kenny (1986), the first of these added complications is referred to as moderation and the second is referred to as moderated mediation. If different subgroups both benefit differentially from the basic intervention and seek out services at different rates, it can be easy to confuse moderation and mediation. Thus models are needed that simultaneously allow moderation, mediation, and moderated mediation.

To meet these demands, the models fitted are likely to contain one or two dozen baseline covariates, less than five program components, a handful of intermediate outcomes, and a single main outcome. To keep the presentation simple, an illustrative equation for a single binary baseline covariate, two program components, two intermediate outcomes, and a single main outcome has the form:

\[ D_{ii} = \alpha_1 + X_i \beta_1 + a_i T_1 + X_i T_1 c_1 + e_{ii} \]
\[ D_{2i} = \alpha_2 + X_i \beta_2 + a_2 T_1 + X_i T_1 c_2 + e_{2i} \]
\[ W_{1i} = \alpha_3 + X_i \beta_3 + a_3 T_1 + X_i T_1 c_3 + D_{ii} f_{11} + D_{2i} f_{12} + X_i D_{ii} g_{11} + X_i D_{2i} g_{12} + e_{3i} \]
\[ W_{2i} = \alpha_4 + X_i \beta_4 + a_4 T_1 + X_i T_1 c_4 + D_{ii} f_{21} + D_{2i} f_{22} + X_i D_{ii} g_{21} + X_i D_{2i} g_{22} + e_{4i} \]
\[ Y_i = \alpha_5 + X_i \beta_5 + a_5 T_1 + X_i T_1 c_5 + D_{ii} f_{31} + D_{2i} f_{32} + X_i D_{ii} g_{31} + X_i D_{2i} g_{32} + \]
\[ + W_{1i} h_1 + W_{2i} h_2 + X_i W_{1i} k_1 + X_i W_{2i} k_2 + e_{5,i} \]

\[ (3.7) \]

66 “Doubly indirect” means the relationship between A and D when A causes B causes C causes D.
In this model, the \( a \) coefficients give the direct effect of \( T \) (the local PACE program) for those with baseline covariate \( X = 0 \), the \( c \) coefficients give the direct effect of \( T \) for those with \( X = 1 \), the \( f \) coefficients give the direct effects of program components (on both intermediate outcomes and the main outcome) for those with \( X = 0 \), and the \( g \) coefficients give the direct effects of program components for those with \( X = 1 \). The indirect effect of \( T \) via \( D_1 \) on intermediate outcome \( W_1 \) for those with \( X = 0 \) is then estimated as \( \hat{a}_i \hat{f}_{1i} \) while the indirect effect of the PACE program via \( D_1 \) on intermediate outcome \( W_1 \) for those with \( X = 1 \) is then estimated as \( \hat{a}_i \hat{g}_{1i} \). Similar terms are used to estimate the indirect effects of \( T \) via \( D_1 \) on intermediate outcome \( W_2 \) and via program component \( D_2 \) on intermediate outcomes \( W_1 \) and \( W_2 \).

The indirect effects of treatment on the main outcome in this model are slightly more complex. The indirect effect of treatment on the main outcome \( Y \) via program component \( D_1 \) is estimated as 
\[
\hat{a}_i \left( \hat{f}_{31} + \hat{f}_{1i} \hat{h}_1 + \hat{f}_{2i} \hat{h}_2 \right)
\]
for those with \( X = 0 \) and by 
\[
\hat{c}_i \left( \hat{g}_{31} + \hat{g}_{11} \hat{k}_1 + \hat{g}_{21} \hat{k}_2 \right)
\]
for those with \( X = 1 \). Similarly, the indirect effect of treatment on main outcome \( Y \) via program component \( D_2 \) is then estimated as 
\[
\hat{a}_2 \left( \hat{f}_{32} + \hat{f}_{12} \hat{h}_1 + \hat{f}_{22} \hat{h}_2 \right)
\]
for those with \( X = 0 \) and by 
\[
\hat{c}_2 \left( \hat{g}_{32} + \hat{g}_{12} \hat{k}_1 + \hat{g}_{22} \hat{k}_2 \right)
\]
for those with \( X = 1 \).

Examining the indirect effect of \( T \) on \( Y \) via \( D_1 \) more closely indicates that it is composed of doubly indirect effects via the intermediate outcomes \( W_1 \) and \( W_2 \) estimated by the terms \( \hat{a}_i \hat{f}_{1i} \hat{h}_1 \) and \( \hat{a}_i \hat{f}_{2i} \hat{h}_2 \) as well as a residual indirect effect \( \hat{a}_i \hat{f}_{3i} \) that is not mediated by either of the intermediate outcomes.

The indirect effects of \( T \) via intermediate outcomes are also slightly more complex. The indirect of treatment on the main outcome \( Y \) via intermediate outcome \( W_1 \) is estimated as 
\[
\hat{h}_i \left( \hat{a}_3 + \hat{a}_1 \hat{f}_{1i} + \hat{a}_2 \hat{f}_{2i} \right)
\]
for those with \( X = 0 \) and as 
\[
\hat{k}_i \left( \hat{c}_3 + \hat{c}_1 \hat{g}_{11} + \hat{c}_2 \hat{g}_{21} \right)
\]
for those with \( X = 1 \). Similarly, the indirect of treatment on the main outcome \( Y \) via intermediate outcome \( W_2 \) is estimated as 
\[
\hat{h}_2 \left( \hat{a}_4 + \hat{a}_1 \hat{f}_{12} + \hat{a}_2 \hat{f}_{22} \right)
\]
for those with \( X = 0 \) and as 
\[
\hat{k}_2 \left( \hat{c}_4 + \hat{c}_1 \hat{g}_{12} + \hat{c}_2 \hat{g}_{22} \right)
\]
for those with \( X = 1 \). Examining the indirect effect of \( T \) on \( Y \) via \( W_1 \) more closely, we see that it is composed of doubly indirect effects via the program components \( D_1 \) and \( D_2 \) estimated by the terms \( \hat{a}_i \hat{f}_{1i} \hat{h}_1 \) and \( \hat{a}_2 \hat{f}_{2i} \hat{h}_2 \) as well as a residual indirect effect \( \hat{a}_i \hat{h}_1 \) that is not mediated by either of the program components.

These estimates will be unbiased if the five error terms in (3.7) are mutually independent, have constant variance, have zero means, and are independent across individuals.

**Generalizations for Nonlinear Relationships**

As mentioned above, although the approach described above is useful in illuminating our approach, it will not work in all cases, for example, where a potential mediator is binary and not a continuous variable with a normal distribution. To address this will require adopting a statistical framework based
on recently developed methods involving generalized structural equation modeling (Pearl, 2001, 2012a, 2012b; Imai, Keele and Yamamoto, 2010; Imai, Keele, and Tingley, 2010). Estimation involves fitting models (nonlinear or linear) to each of a set of mediators and outcomes in specialized path diagrams known as “directed acyclic graphs.”

3.8 Other Issues for the Impact Study

Finally, this subsection briefly identifies and discusses approaches to several other technical issues arising in the impact analysis.

3.8.1 Multiple Sites in the Year Up and I-BEST Programs

The Year Up program will be conducting the experiment across eight sites, with treatment samples in the 100–300 range per site. Similarly, the I-BEST program is conducting the experiment across three technical and community colleges within Washington State. The team plans to pool both the eight Year Up sites and the three I-BEST sites for the program-specific reports. Nonetheless, for both Year Up and even more so for I-BEST, there are likely to be important differences in local implementation and context whose effects on program impacts would be valuable to understand. Year Up staff in particular are very interested in program-specific impact estimates, and the team plans to provide (but not publish) such impact estimates with due caution about small sample sizes and associated uncertainty. However, for neither program is the number of sites sufficient to support statistical analysis of local factors associated with observed variance in program impacts. Expressed very briefly, in social programs (as opposed to the delivery of pharmaceuticals or medical devices), there is typically much greater variation in implementation, and it is usually impossible to separate the effects of, for example, different personnel from the effects of manipulable intervention features. With just three or even eight sites, the team cannot separate the mediating effects of manipulable intervention features from the mediating effects of local staffing.

The team can, however, use the variability of estimated effects across the sites to get better inferences about the range of effects that might be achieved if either program were to expand into new sites, and will do this in addition to making an inference about the average effect of each program in its existing sites. The inference about the effect of either program in a new site will have a wider error band than the effect within the existing offices. The team will estimate the standard errors for the wider error bands using multi-level modeling techniques. The analysis with narrower error bands will be more appropriate for decision making about funding of new cohorts in the existing sites while the analysis with the wider error bands will be more appropriate for decision making about funding for new sites.

3.8.2 Provide Estimates for Treatment on Treated (TOT) Impacts

The discussion thus focused on “intent to treat,” or ITT impacts of the intervention. An ITT impact shows the average effect of access to training, even in instances where the treatment group includes

---

67 See Appendix A for an illustrative acyclic graph and a detailed description of the method.
individuals who did not show up for training after being admitted. Typically, intervention designers are very interested in the average effect of receiving training—the effect of “treatment on the treated,” or TOT. Estimates of such effects involves making assumptions about the impact of the program on the “no-shows,” people assigned to treatment who fail to participate in the program being evaluated. TOT estimates are typically larger than the effects of merely being given access to training. ITT estimates and TOT estimates have different audiences to some extent. Typically, the ITT estimate is of most interest to the policy analyst since programs cannot generally force participation by persons and often cannot quickly refill unclaimed classroom seats. In contrast, TOT is the most relevant estimate to individuals considering entrance into the program since they assume they can control their own participation after acceptance into the program. However, depending on the costs of no-shows and the sensitivity of the analyst to program costs, the TOT may be more interesting to the policy analyst as well. In addition, TOT may be useful to future meta-analysts, as well as being helpful to those readers who might compare PACE’s findings to those from observational studies of similar interventions for which only TOT estimates were published.

The conventional approach to estimating the TOT effect is to rescale the ITT estimate—i.e., the overall treatment-control group difference in outcomes for the entire experimental sample—to reflect just those cases that received program services. This methodology was developed by Bloom (1984) and assumes that program group members who do not participate experience no impact and that there is no “crossover” in which control group members receive the same services as those in the treatment group. Computationally, the TOT estimator can be computed as the ITT impact estimate divided by 1−RN, where RN is the PACE training nonparticipation rate in the treatment group (i.e., the “no-show” rate). Division by this factor, which is always less than 1, increases the absolute value of the estimate of impact (and its standard error); i.e., the measured effect of participating compared to not participating (TOT) is larger on average than the measured effect of being granted access to the training through random assignment—in situations where some who are granted access do not participate. The same statistical test for significantly positive (or negative) impact applies to the TOT estimate as to the ITT estimate, because no additional hypothesis is tested in preparing TOT estimates.

The only way that measured effects get smaller with adjustment for no-shows is if the ITT estimates of program effects are negative. In that case, adjusting for no-shows will result in estimated effects that are still negative but are now larger in absolute value.

Consider two programs that would each cost $300 million per year to implement nationally that both produce an average benefit to admitted persons of an extra $1000 in quarterly earnings at the end of 8 quarters, but that program B can graduate twice as many trainees because half the persons admitted to program B never show up and the program refills their seats at no additional cost while all those assigned to program A show up. Then the TOT for program B is $2000, twice as large as the $1000 for program A, while both produce the same number of graduates per year. In practice, there are usually substantial costs for no-shows, both in terms of empty seats and in terms of the screening process for program admission.

See Bloom (2006) for a discussion of this formula (which he characterizes as division by the impact of random assignment on intervention receipt).
This approach could also be expanded to adjust for contemporaneous crossover defined as participation in the treatment by members of the control group. Angrist, Imbens, and Rubin (1996) generalized Bloom’s approach to handle contemporaneous crossover as well as no-shows.\(^{71}\) However, this approach does not handle lagged crossover.\(^{72}\) Procedures are in place with all PACE programs that will strongly discourage contemporaneous crossover, but in at least one site some lagged crossover is likely.\(^{73}\) Just as adjusting for no-shows typically increases the size of measured effects, adjusting for contemporaneous or lagged crossover will also typically increase the size of measured effects. Because crossover could not occur if the experiment were not being conducted, there are strong reasons for adjusting for it. If contemporaneous crossover occurs to a sizeable extent despite the plans to minimize it, the team will consider the Angrist, Imbens, and Rubin approach for adjusting for it, as well as other approaches such as imputing counterfactual outcomes for crossover cases based on experiences of similar members of the control sample who did not crossover. With respect to lagged crossover, Bell and Bradley (2013) recently published a new methodology, which the team will consider applying if the need arises.

### 3.8.3 Conditionally Observed Outcomes

Many outcomes will only be observed for a subset of the study sample.\(^{74}\) For example, details of course-taking will only be observed among those who attend school, and details of job benefits will only be observed among those who obtain jobs. For many of these variables, we will be able to assign a logical value to those not asked the question, such as assigning zero earnings to those who fail to obtain jobs. There may be a few outcomes where this approach is not very suitable. One example might be job satisfaction. Should not having a job be ranked below the lowest level of job satisfaction among those who are employed?

Because these subsets are endogenous to treatment (e.g., who gets a job or goes to school can be affected by the treatment), ignoring the conditionality of outcomes when evaluating social experiments can give rise to biased estimates and is thus not good practice. For example, it seems plausible that some who obtain jobs because of training provided by a career pathways program may have lower-rung jobs with less desirable conditions of employment than is typical among people who can obtain employment without the training. If so, estimates of program effects on conditional outcomes that ignore conditionality will be more negative than warranted. Although the team is unaware of any strong evidence for this proposition in the field of job training, this sort of phenomenon is very apparent in

\(^{71}\) Often referred to in the literature as the AIR approach.

\(^{72}\) Appendix B of Abt Associates et al. (2006) contains a procedure for correction for lagged crossover. The team has not studied whether it would make sense to try to adapt it for PACE.

\(^{73}\) The VIDA program has only a two-year embargo on program services for control group members.

\(^{74}\) In fact, all survey outcomes will only be measured among study participants who are still alive. To date, the team is aware of one death in the sample. However, mortality is expected to be low in this population, thus the team will ignore deceased study participants when studying survey outcomes. For the most important long-term outcomes of employment and earnings, matching to the NDNH will correctly identify deceased participants as having zero earnings.
other areas of education and training such as college entrance exam scores, for which it has been demonstrated that average scores are inversely related to participation rates across states.\textsuperscript{75}

The team will use two approaches to conduct analyses of conditional outcomes. One approach is to create composite outcomes based on the conditional outcomes, such that the composite outcomes are unconditional. For example, to estimate effects on having employment in a target occupation, the team can create two outcome categories—employed in target occupation versus either employed in an off-target occupation or unemployed—and then test for significance.\textsuperscript{76} The advantages of this approach are that, first, it answers an important question, “Does having access to the treatment increase the proportion of individuals employed in the target occupation?” and, second, the estimate is fully experimental, applying to all treatment and control group members and thus not subject to bias.

The primary disadvantage of this approach is that it forces somewhat arbitrary decisions in order to create the composites (or at least decisions which could reasonably be made in a variety of ways). For example, if the team is interested in estimating effects on hourly wage rates, the needed categories are not as obvious as in the example of having employment in a target occupation. Thus, the team could use the following scheme for composite outcomes—either not employed or earning up to X dollars per hour, and earning over X dollars per hour—but more than one threshold could be justified, and different thresholds could produce different results. A second shortcoming with this approach is that it does not answer the question of whether the career pathways program improves wage rates for those who would have worked even without having access to the treatment. Rather than making an arbitrary decision in this circumstance, or perhaps in addition to it, it may be desirable to estimate the impacts for the group of participants who would have been employed with or without the intervention.

This group of participants is one of the “principal strata” defined by Frangakis and Rubin (2002) in their approach to the analysis of experimental outcomes that are observed conditionally on a post-randomization event. Translating their arguments to this setting, it does not make sense to discuss the effect of treatment on the hourly wage rates or job satisfaction of those persons whose employment status depends on their treatment randomization status. Rather, the focus should be on those who would work either way. Since, however, this group is not directly observed, additional assumptions must be made in order to complete the desired analysis. There are various approaches to doing this. None of them are very satisfying. One approach (McConnell, Stuart, and Devaney, 2008) imputes which of the treatment cases would have been employed even if they had been assigned to the control group. If this can be done well, then hourly wage rates or job satisfaction levels can be directly compared between employed persons in the control group and those members of the treatment sample who are imputed to be in the always-employed group. The question of whether it can be done well depends on the quality and relevance of the baseline data collected.

\textsuperscript{75} See, for example, Clark, Rothstein, and Schanzenbach, 2008.

\textsuperscript{76} The team could also create three categories by splitting the latter two, but a significant effect on the category of employed without health benefits would not be readily interpretable as positive or negative.
The decision of whether to attempt this second form of estimation is important for PACE given that the team plans to include many questions in the extended follow-up interviews (starting at 15, 36 and 60 months, if authorized) about the nature of training undertaken and employment obtained. This approach necessitates high quality models of who would have undertaken training or been employed at those times whether or not they were selected for the treatment groups.

### 3.8.4 Missing Data

The team anticipates encountering a complex array of missing data. There will be individuals lost to survey follow-up, individuals who refuse some questionnaire items or supply “don’t know” responses (at baseline and at each of the three planned follow-ups), and individuals with missing administrative data of various sorts. For the second follow-up reports, there will also be research subjects who will have been successfully interviewed after missing the first follow-up survey. As suggested by Puma et al. (2009), the strategy in this area will involve some mix of imputation, weighting, addition of missing value indicators to covariate lists, and case dropping. The considerations of which method to use for which variables under which conditions depends to some extent on whether the missing variables are baseline covariates, program inputs, intermediate outcomes, or main outcomes. The simplest procedure is always to simply drop cases from an analysis that have missing values on any of the variables involved in the analysis. However, the procedure can be costly in terms of lost information if the number of variables involved in an analysis is large. Bias is also a concern with simple case dropping. The other alternatives all salvage more partial information, thereby reducing variances and often also reducing nonresponse bias. Generally speaking, strategies that salvage more partial information appropriately are more complex and costly to implement.

One strategy that is often used as a compromise in experimental longitudinal studies such as PACE is to use weighting to compensate for unit nonresponse at the most current follow-up, adding missing value indicators for scattered missingness on baseline covariates used in outcome models, and case dropping for scattered missingness on outcomes. As argued by Puma et al. (2009), missing value indicators for covariates in randomized experiments are attractive because control on covariates is not required to obtain unbiased program effects. Instead, restricting the analysis to the set of cases with nonmissing covariates can increase bias. By adding the missing value indicators, no cases are dropped on account of missing covariates. This is a reasonable approach but the team aims to do better.

The main lever for developing better solutions than the default suggestion is the administrative data that are discussed in Chapter 4. This chapter has primarily used examples that rely on research subject-supplied information. However, the PACE team is collecting a rich set of administrative data. Many of these data will only be available on the treatment sample and are thus not helpful for estimating impacts. In addition, the team will have data on employment and quarterly earnings from the National Directory of New Hires (NDNH), college attendance and graduation data from the National Student Clearinghouse (NSC) and, possibly, more detailed college data from local college systems and/or state
data systems for some programs. Based on unpublished work by Judkins on an evaluation of a college access program funded by federal grants to local partnerships, the team anticipates that matching to NSC data will indicate that students lost to follow-up are also less likely to be attending college. Along the same lines, it seems likely that those students who fail to find employment may be more difficult to track and interview since they may lack stable housing. When the outcomes of interest (e.g., college completion and employment) affect the likelihood of response, this is a form of nonignorable nonresponse, something that cannot be corrected using baseline data alone. Moreover, to the extent that the local career pathways program is successful at boosting college completion and subsequent employment and earnings, the biasing effect of the nonignorable missingness will be different across the study arms and tend toward inappropriate diminishment of estimated program effects.

However, when information is available on the outcomes from sources not subject to nonresponse (although they may be subject to other errors such as coverage errors due to under-the-table employment or attendance at a school that does not cooperate with the NSC), the relationships between causally prior variables (baseline variables, program inputs, and intermediate outcomes) on one side and primary outcomes on the other side can be “reverse-exploited” to make good inferences about the causally prior variables from the primary outcomes. Along such lines, Judkins developed imputation procedures that he applied to a combination of survey and administrative data to impute entire missing questionnaires in a way that was consistent with both the available survey data and the available administrative data for the evaluation of a college access program. He reports that the impact of this imputation on college attendance levels was remarkably strong.

While the team does not have access to the imputation software previously used for this purpose by Judkins, SAS version 9.3 has a new imputation option under PROC MI that contains many of the same features (the “FCS” option). The SAS software is limited in the number of variables that can be simultaneously imputed in such a way that preserves relationships among the variables. So although whole-questionnaire imputation with it is impossible, the plan is to use PROC MI to run a custom imputation on the core set of variables for a report. This will include the unified set of covariates identified with the methodology discussed in Section 3.4.3, primary and secondary outcomes for the report, core moderators, and relevant administrative data. This imputation will be restricted to cases with partially completed interviews. For cases without surveys at all we will use weighting nonresponse adjustments, including the available post-randomization administrative data in the construction of the

---

77 Work was conducted during his time at Westat.
78 Judkins, et al., 2007; Krenzke and Judkins, 2008.
79 This research was never published due to project cancellation.
80 In order to use the NDNH data to improve the quality of nonresponse adjustment weighting and item nonresponse imputation for the survey data, it will be necessary to include the survey data in a “pass-through” file that is submitted to the Office of Child Support Enforcement (OCSE), the federal office that houses and governs the use of the NDNH. OCSE will return the de-identified file to ACF with the substantive variables present on the pass-through file as well as earnings data.
weights if it turns out that weights based on baseline variables by themselves do not yield unbiased estimates of outcomes based on administrative data. This combination of weighting and multiple imputation will support all confirmatory and secondary analyses. When conducting exploratory analyses, the team will continue to use the nonresponse-adjusted weights but will simply drop cases missing any variables not imputed to support core analyses (such as mediators and tertiary outcomes).

3.8.5 Comparison of Findings from Meditational Analysis across Programs

After completion of the second follow-up reports, the team suggests a special study that provides a cross-site analysis of findings from mediational analyses for individual sites described earlier in this chapter. The underlying aim of the site-level mediational analyses is to identify program inputs and causal pathways operating to produce desired impacts for participants with particular characteristics. Although the aim in program-specific analyses is to discover operative mechanisms consistent with each program’s logic model, the broader underlying goal is to identify mechanisms with some generality. Inasmuch as the aim in program-level analyses will be to specify concepts, measures, and statistical models consistent with wider theory, the degree to which certain results occur for multiple programs will help to establish their credibility more firmly. Thus, exploratory cross-site analyses in PACE will focus on the extent to which moderating effects of baseline study participant characteristics and mediating effects of certain program inputs and intermediate outcomes are consistent across programs.

In its simplest form, these analyses will involve testing the equivalence of estimated parameters from similar mediational models in two or more sites. This work necessarily will follow the development of analysis plans for individual sites. The analysis plan will identify specific sites and hypothesized mediational pathways for which cross-site tests would be informative. Because the plan will be based on site-specific analyses, it will be prepared after plans for the latter are drafted.

3.9 Cost-Benefit Study

The cost-benefit analysis is designed to provide a full accounting of the various consequences of the PACE interventions from multiple points of view. The team will lay the groundwork for conducting this assessment for each program, as well as for different subgroups of the target population within individual programs. Although the team will collect cost data during the PACE study period, the full cost-benefit study cannot appear sooner than the third follow-up reports.

3.9.1 General Approach

The primary objective of the cost-benefit analysis is to measure all the tangible impacts of the interventions and to assign appropriate dollar values to these impacts (per unit of impact) from the perspectives of participants; federal, state and local governments; and the rest of society—that is, individuals others than participants and non-government institutions (notably and foundations). The sum of dollar values across these perspectives constitutes the net value to society as a whole. Positive dollar values are considered benefits and negative values are costs. The analysis involves estimating net benefits and net costs—that is, benefits and costs with the PACE interventions relative to what would have happened without the interventions. Indeed, the estimation techniques are nearly identical to the methods described above for the impact analysis. Although the costs are incurred in the short term,
benefits may accrue over the full lifetimes of participants. However, we will only examine projected benefits over a 10-year timespan.

3.9.2 Benefits, Costs and Perspectives

Exhibit 3.3 summarizes the analytical framework for the PACE cost-benefit analysis. The columns of the exhibit correspond to the perspectives for valuing benefits and costs of the interventions, and the rows list the different benefit and cost components included in the analysis. The cells of the exhibit indicate whether a particular impact is expected to be a benefit (+) or a cost (-) for that perspective, or whether it is expected to have no effect (0). The final column at the right, representing all of society, shows whether each item is a benefit to society (+), a cost to society (‐), or a transfer between two groups (perspectives) within society (0) that produces no net benefit or cost for society as a whole. A “bottom line,” the net value shown at the foot of each column, is the sum of all individual benefits costs in that column.

Each “+” and “‐” in the table amounts to a hypothesis that the evaluation will test. Many of the expected benefits are the same effects on trainees that the impact analysis is measuring, such as earnings increases that benefit both trainees and society (the latter is based on earnings, as described below). There is no corresponding cost to society because the expense of earnings and fringe benefits incurred by employers is offset by the value of the output (the marginal product) produced by the workers who receive the compensation. In addition, the expected increase in earnings will result in taxes that could be a loss to trainees and a gain to governments (no net effect on society). Other expected effects on trainees are transfers that benefit federal, state and local governments, including lower TANF and Medicaid payments, if the interventions are successful in moving recipients off welfare and/or preventing trainees from needing to use welfare.

Most of the costs in the exhibit constitute outlays by TANF, the Workforce Investment Fund (WIA Titles I and II), Pell Grants, community colleges (which have multiple funding streams), and foundations that have contributed funds for PACE program services, including the Open Society Foundations, the Joyce Foundation, and the Kresge Foundation. Most of these costs are associated with services available to both treatment and control group members, with a higher expected level of resource use expected for treatment group members constituting a net cost to specific federal programs such as TANF and WIA, the federal government, state and local government, and society as a whole. However, some the costs are for PACE-specific supports provided only to treatment group members. Some of the government

---

81 The net effect on income taxes paid by trainees is uncertain, particularly because of the Earned Income Tax Credit (EITC), which pertains to the federal income tax and most state income taxes. Some increases in earnings would reduce income taxes, because they will increase trainee eligibility for this credit. However, other increases would increase taxes by reducing the credit or eliminating eligibility for it.

82 In this design report, Medicaid is identified as the primary source of government health insurance for low-income individuals. As the Affordable Care Act is implemented further, the team will revise to measure a broader range of government subsidies.
costs and all of the costs paid for by foundations that support PACE programs fall into this category. In addition, the expected increase in employment should add expenses to participants’ budgets (e.g., transportation) that constitute social costs as well.

Exhibit 3.3: Expected Benefits and Costs of PACE Interventions, by Accounting Perspective

<table>
<thead>
<tr>
<th>Component of Analysis</th>
<th>Participants</th>
<th>Government</th>
<th>Federal</th>
<th>State/Local</th>
<th>Rest of Society</th>
<th>Society</th>
</tr>
</thead>
<tbody>
<tr>
<td>Earnings and fringe benefits</td>
<td>+</td>
<td>0</td>
<td>0</td>
<td>+</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td>TANF payments</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>TANF administrative costs</td>
<td>0</td>
<td>+</td>
<td></td>
<td>+</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medicaid payments</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Medicaid administrative costs</td>
<td>0</td>
<td>+</td>
<td>+</td>
<td>0</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>Payroll taxes</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Income and sales taxes</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>UI benefits</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>UI administrative costs</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Public housing assistance</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Public housing administrative costs</td>
<td>0</td>
<td>+</td>
<td>+</td>
<td>0</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>SNAP</td>
<td>-</td>
<td>+</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>SNAP administrative costs</td>
<td>0</td>
<td>+</td>
<td>+</td>
<td>0</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>TANF-funded employment and training costs</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>WIA-funded employment and training costs</td>
<td>0</td>
<td>-</td>
<td>0</td>
<td>0</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Pell Grants and other federal and state financial assistance</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Community college tuition and fees</td>
<td>-</td>
<td>0</td>
<td>-</td>
<td>0</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Community college costs not covered by tuition</td>
<td>0</td>
<td>0</td>
<td>-</td>
<td>0</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>
The cost components shown in Exhibit 3.3 can be displayed differently, as shown in Exhibit 3.4. This exhibit shows program costs by type of expense and by funding source (non-program costs, such as out-of-pocket costs borne by participants, are not shown in this exhibit). For example, the program costs borne by the federal government are incurred principally by the ACF, the Department of Labor, and the Department of Education, and these costs are in some program categories (such as pre-college instruction) and not others (college instruction, the costs of which are borne by community colleges).

**Exhibit 3.4: Program Costs, by Category and Source**

<table>
<thead>
<tr>
<th>Cost Component</th>
<th>ACF</th>
<th>DOL (WIA)</th>
<th>ED (Pell Grants)</th>
<th>Community Colleges</th>
<th>State and Local</th>
<th>Foundation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-college instruction</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>College instruction</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Other training and services</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Support services</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
3.9.3 Net Benefit and Cost Calculations

The team will fill some of the cells of the table with dollar-denominated impact estimates, such as earnings, TANF payments, and tuition payments to community colleges and proprietary schools. The team will discount these impacts, which will cover a total analysis period of 10 years following random assignment, to reflect their value in the base year (the year during which the largest share of costs is incurred, probably 2013). At the third follow-up, the team will calculate both costs and benefits and extrapolate impacts beyond the end of the observed data in order to cover the full 10-year period. Later, longer-term follow-up will make this extrapolation step unnecessary for earnings impacts.83

Other cells involve impact estimates that (a) are not denominated in dollars and thus need to be valued using a dollar amount per impact unit; or (b) are denominated in dollars, but need to be converted to the right dollar amounts. For example, the team will value the impact on months of TANF receipt using an estimate of TANF administrative costs per month, expressed in base year dollars, and will value the impact on community college costs that are not covered by tuition using the estimated cost of such services per credit hour, again in base year dollars. The team will estimate fringe benefits and various types of taxes based on earnings impacts, which are denominated in dollars; in these cases, the team will multiply the impacts by appropriate percentages.84

The team will describe impacts that cannot be measured in—or convert to—dollars so that policy makers can assess the extent to which these effects add to or offset the reported cost-benefit results. Such measures include potentially improved emotional well-being of participants, changes in health status, the value of leisure time lost to added work effort, and the well-being of participants’ children. Some of these impacts, such as health status, can be measured. While others cannot, measurable impacts on outcomes such as household income and children’s school attendance are linked to the values that cannot be directly measured.

Finally, the team will examine all assumptions used in the cost-benefit computations in a sensitivity analysis to determine how robust the results are to alternative values of crucial parameters. Examples of these parameters are the decay rate of impacts (used in extrapolating measured impacts beyond the time period covered by the data), the social discount rate (used to express all impact in base year dollars), and amount of displacement associated with employment impacts (which the team will assume to be zero).

3.9.4 Calculation and Analysis of Individual Benefits and Costs

Using the approach described above, the team will calculate the dollar value of each benefit and cost component in the analysis for each sample member, including control group members as well as treatment group members, and then calculate the dollar value of each benefit and cost component as a

---

83 The second follow-up reports may include cost/benefit analyses, depending on whether this option is funded.

84 In the cases of fringe benefits and payroll taxes, the percentages are fixed across all earnings. In the case of income taxes, however, the percentage applies only earnings over a given threshold.
treatment-control difference—that is, as an impact—using the same estimation techniques described above. For the cost-benefit analysis, the team will discount the earnings and other dollar-denominated outcomes (to reflect their value in 2013) prior to impact estimation.

The team will base other estimates on sample members’ earnings and then estimate the value of fringe benefits for each sample member based on her discounted earnings and Bureau of Labor Statistics data on benefits as a proportion of total compensation. Then the team can estimate the impact using the same regression model (except for the dependent variable) as for earnings. In a similar manner, the team will estimate each sample member’s taxes based on her earnings, data on effective federal income tax rates (by income quintile) from the Congressional Budget Office,85 payroll tax rates, and income and sales tax rates in the state where the sample member lives.

The team will base the dollar value of some components of the analysis on survey data, but will cover the same follow-up period as the earnings data. For example, the dollar value of Medicaid costs will be based on survey-reported Medicaid coverage and estimates of the Medicaid costs per covered individual in 2013.

For the cost components of the analysis, the team will measure participation in community college classes and activities for each sample member, and apply unit costs to these classes and activities based on the college attended. In this way, the team will calculate the gross cost of the services received and the gross value of other outcomes (which could be a benefit or a cost) for each sample member for each perspective.86 The team will estimate the net costs and outcome values as differences in gross costs and values between the treatment and control groups, using the same statistical techniques as described in Section 3.4 for the impact analysis. This will permit the estimation of benefits and costs for individual programs and for subgroups of sample members in the same way as in the impact analysis.

PACE includes a variety of different approaches to career pathways, involving different amounts of pre-college preparation and college-level coursework (corresponding to different occupational credentials). The team will conduct the PACE cost-benefit analysis for each program in the same way as the impact analysis. The analysis also will be able to disaggregate results between large subgroups, such as sample members with lower and higher levels of academic skills at baseline. Again, it is possible that the net return on investment in one group (lower entry skills) will be lower than in the other—either because the investment is larger or the impact smaller.

85 The effective federal tax rate is negative in the lowest income quintile due to the effect of the Earned Income Tax Credit.

86 In these calculations, it is assumed that the unit costs of program services, such as the cost of taking a specific type of community college class, do not vary across individual sample members. Similarly, it is assumed that dollar values assigned to outcomes—such as the administrative cost of SNAP—do not vary across sample members receiving SNAP for the same period of time.
3.9.5 Open Challenges

The analysis is grappling with several issues. First, the costs covered by the analysis involve multiple federal, state, local, and private funding streams, and these streams differ across sites. The differences are especially great between HPOG sites, Year Up sites, and the remaining sites. Second, the team will have to treat statistically insignificant impacts on earnings and other outcomes, particularly in sites with relatively small samples. The current plan calls for all impact estimates, regardless of whether they are significant, but also for appropriate use of sensitivity tests when confidence in measured effects is low. Third, in most interventions, earnings gains to participants are at least partially offset by losses to others—people that were displaced from the jobs given the availability of better trained workers from the intervention programs. The present strategy is to assume no displacements, but to use sensitivity tests to determine the importance of that assumption.

3.10 Analysis Plan

The team will create a detailed analysis plan that will include specifications for each PACE program. The analysis plan will mostly discuss the first follow-up report, but will also set the analytic goals, including identification of all confirmatory hypotheses for follow-up reports at 36 and 60 months to avoid any influence on these objectives and methods from initial results. The analysis plan will be a supplement to this design report and as such will refer back to it wherever possible rather than repeating the information on the standard features of the analysis methods. The basic elements of the analysis plan will be:

- Identification of primary and secondary outcomes.
- General plan for outcomes and subgroups to be involved in exploratory but still experimental analyses.
- Identification of a small set of potential mediators for the primary education outcome at 15 months.
- Timing of program reports.

The analysis plan also will present site-specific approaches to two outcome measurement challenges outlined at a general level in Section 3.3.2: defining and operationalizing measures of progress in career pathways and entry to career-track employment.
4. Data Collection

This chapter describes data sources for quantitative analyses in the PACE implementation and impact studies. For each source, it summarizes major topics measured; the rationale for collecting data by that means; and procedures for data collection, processing, and storage.

The PACE data collection strategy measures key domains and constructs in the career pathways theory of change. As summarized in Chapter 1, this theory identifies five principal domains: (1) initial participant characteristics (demographic, educational, economic, psycho-social); (2) program inputs (assessment, instruction, supports, employment services); (3) intermediate outcomes (general cognitive skills, occupation-specific competencies, psycho-social factors, career knowledge and orientation, household resources and constraints, personal and family challenges); (4) targeted main outcomes (postsecondary attainment, employment and earnings); and (5) other longer-term outcomes (income and assets, adult and child well-being, local economic growth). Exhibit 4.1 provides a broad summary of the key data sources that PACE will use to measure each of these domains.

Exhibit 4.1: Overview of PACE Quantitative Data Sources by Measurement Domain

<table>
<thead>
<tr>
<th>Domain</th>
<th>Core Data Sources* (Potential Data Sources)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Baseline Characteristics</strong></td>
<td></td>
</tr>
<tr>
<td>Basic demographic and household characteristics</td>
<td>Basic Information Form (BIF), program records</td>
</tr>
<tr>
<td>Initial values for intermediate outcomes</td>
<td>Self-Administered Questionnaire (SAQ), program records</td>
</tr>
<tr>
<td>Education &amp; employment history</td>
<td>BIF, program records, UI wage records</td>
</tr>
<tr>
<td><strong>Program Inputs</strong></td>
<td></td>
</tr>
<tr>
<td>Education and training services</td>
<td>First follow-up, second follow-up surveys; program records (treatment group, possible for control group in some sites)</td>
</tr>
<tr>
<td>Other services</td>
<td>First follow-up, second follow-up surveys; program records (treatment group)</td>
</tr>
<tr>
<td><strong>Intermediate Outcomes</strong></td>
<td></td>
</tr>
<tr>
<td>General cognitive skills</td>
<td>Program records (treatment group only, sites that post-test)</td>
</tr>
<tr>
<td>Psycho-social factors</td>
<td>First follow-up, second follow-up surveys</td>
</tr>
</tbody>
</table>

---

87 This chapter does not cover program cost data for the cost-benefit study (discussed in Chapter 3) or qualitative data (discussed in Chapter 2).

88 Note that three domains have either no measurement plans or very limited measurement plans: general cognitive skills, occupation-specific competencies and local economic growth.
The chapter starts by describing three major categories of planned data collection: baseline data, follow-up surveys, and administrative data. It then briefly describes potential data collection on parenting and child well-being outcomes.

### 4.1 Baseline Data

Measures of participants’ characteristics at baseline (just prior to random assignment) have a number of important uses in the implementation and impact studies. These uses (described in Chapters 2 and 3) include: describing study populations, regression-adjusting impacts to increase the precision of estimates by controlling for chance differences arising at random assignment, adjusting for survey nonresponse bias, and estimating impacts for subgroups. Key categories of baseline data include information sites collect using two PACE-designed surveys, standardized skills assessments, and program records (e.g., applications administered prior to random assignment).

#### 4.1.1 Baseline Surveys

To obtain baseline measures for a variety of constructs in the theory of change, two PACE forms are administered to all eligible volunteers at intake, just prior to random assignment. Together, these forms capture a broad range of background characteristics including initial values on the intermediate and main outcomes that the interventions seek to influence.

The first, the PACE Basic Information Form (BIF), obtains mostly objective information. Participants either complete the form on paper (with data subsequently entered by site staff into the web-based Random Assignment and Baseline Information Tool [RABIT]) or one-on-one with program staff, who enter information directly into RABIT. Key characteristics measured include:

- Identification and information for contacts used to locate participants for follow-up surveys;
- Basic demographic items, including age, sex, marital status, race-ethnicity, nativity, and household composition;
• English-speaking ability (self-assessed);
• Educational attainment and aspirations, college attendance by members of family of origin;
• Recent employment and earnings; and
• Household income by source.

The Self-Administered Questionnaire (SAQ) focuses on a variety of attitudes, beliefs, and psychological dispositions, as well as more sensitive personal characteristics. Participants complete the SAQ on their own, returning completed forms in a sealed envelope to program staff for mailing to Abt Associates. Major SAQ constructs include:

• Psycho-social scales for academic self-confidence, discipline, and emotional stability;
• Social support;
• Career orientation and knowledge;
• Stress, depression, and other family challenges;
• Financial and other (e.g., time) resources for school, material hardship; and
• Ever arrested/felony conviction.

4.1.2 Skills Assessments

Assessed basic reading, writing and math skills are important determinants of eligibility and placement decisions in most PACE programs. At intake, seven of the nine PACE programs administer a standardized academic skills assessment to applicants. VIDA non-systematically collects assessment information from some individuals who are already qualified for college-level work, and Year Up does not use a uniform assessment tool across its eight sites.

PACE will collect summary data on baseline scores for eligible study participants (treatment and control) for eight programs. These measures will be used primarily to describe the study population and analyze how program impacts vary with characteristics of participants.

After random assignment, most programs provide academic remediation to some or all treatment group members, with levels varying across and within programs, and there often is retesting at one or more junctures in the program. For example, Madison Area Technical College administers the COMPASS at intake and retests students who complete Patient Care Academy 1 at the end of the semester. PACE will collect the results of these tests to measure changes in skill levels. Since programs generally retest only treatment group members who still are enrolled at specified testing intervals, such data change statistics will be part of the implementation study.

---

89 In more limited cases, the programs obtain scores from assessments recently administered elsewhere.
Exhibit 4.2 demonstrates the substantial cross-program variation in baseline assessment tools used by PACE programs. Such variation causes difficulties in creating comparable measures of basic skills. Sites variously are using placement tests and skills assessments to gauge math, reading, and writing skills. Placement tests (Accuplacer, COMPASS) are geared towards predicting readiness for college-level math and English courses, whereas basic skills tests (CASAS, TABE) are designed to measure students’ progress (though sometimes also used in placement decisions). Five PACE programs administer placement tests (or use scores from tests administered by others), and five administer basic skills tests. Three administer both, and four administer only one or the other. Exhibit 4.2 details the assessments offered for each program.

**Exhibit 4.2: Academic Skills Assessments Tools Used in PACE Sites**

<table>
<thead>
<tr>
<th>Program</th>
<th>Placement</th>
<th>Basic Skills</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuplacer1</td>
<td>COMPASS2</td>
</tr>
<tr>
<td>Bellingham Technical College</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Des Moines Area Community College</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Everett Community College</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Instituto del Progreso Latino</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Madison Area Technical College</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Pima Community College</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>San Diego Workforce Partnership</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>VIDA5</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Whatcom Community College</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Workforce Development Council of Seattle-King County</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Year Up6</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

1. Accuplacer is a suite of college level placement tests offered by the College Board ([http://professionals.collegeboard.com/higher-ed/placement/accuplacer](http://professionals.collegeboard.com/higher-ed/placement/accuplacer)).

2. COMPASS is a suite of college level placement tests offered by ACT ([http://www.act.org/compass/](http://www.act.org/compass/)).

3. CASAS (Comprehensive Adult Student Assessment System) is a suite of basic skills assessments that grew out of California’s adult skills testing program in the 1980s ([http://www.casas.org/about-casas](http://www.casas.org/about-casas)).

4. TABE (Test of Adult Basic Education) is a suite of adult assessments offered by CTB/McGraw-Hill ([http://www.ctb.com/ctb.com/control/productSGViewAction?p=products&subjectGradeType=G&subjectGradeCode=GRADE_A DULT](http://www.ctb.com/ctb.com/control/productSGViewAction?p=products&subjectGradeType=G&subjectGradeCode=GRADE_A DULT)).

5. VIDA also uses the Texas Higher Education Assessment (THEA), the Formal Reading Inventory (FRI) and the Wide Range Achievement Test (WRAT). VIDA accepts ACT scores and previous college enrollment in lieu of these assessments.

6. Various assessments in different sites.
For descriptive purposes it would be useful to be able to document average initial skill levels at each program.

Although the dominant form of assessment addresses academic skills, there has been an increase in the development and availability of tools for assessing a wide range of non-academic skills and needs.\textsuperscript{90} Illustrative domains include academic self-confidence and discipline, motivation, critical thinking and problem-solving skills, emotional stability, communication skills, and social supports. The study includes measures of several of these psychosocial factors in the PACE SAQ.

### 4.1.3 Data Collected in Program Applications

As part of their application processes, all PACE programs collect background information on high school and previous college experiences and financial circumstances, although they differ in the degree to which this information is stored electronically. For PACE programs located within a community college system (Des Moines Area Community College, I-BEST programs, Madison Area Technical College, and Pima Community College), course-level information on previous enrollment and completion, including transfer credits, is collected. Though the other PACE programs collect data on educational background, the information is less detailed and self-reported. Other PACE programs (Instituto, VIDA, Workforce Development Council of Seattle-King County, San Diego Workforce Partnership, and Year Up) collect information on previous college enrollment to varying degrees, much of which focuses on credential and degree attainment.

### 4.2 Follow-up Surveys

The only way to measure many key career pathways service inputs and other constructs in the theory of change is through follow-up surveys. In PACE such surveys also have the benefit of being uniformly administered to both treatment and control group members, thus allowing comparisons across these groups. This section discusses the timing and target populations, questionnaire content, and fielding approach for each expected wave.

#### 4.2.1 Timing and Target Populations

The team plans to survey treatment and control group members at specified intervals after random assignment. The plan is to conduct three follow-up survey waves, with interviews as soon as possible after participants reach the 15, 36, and 60 month post-random assignment milestones.\textsuperscript{91} These follow-up intervals correspond, respectively, to the short, middle, and longer run with respect to hypothesized impacts. The first follow-up interviews will take approximately 55 minutes, and will use a mixed-mode approach, initially attempting telephone interviews with in-person follow-up as needed. The target response rate is 80 percent.

\textsuperscript{90} See tools summarized in Wilson-Ahlstrom et al. (2011), Saxon et al. (2008), and Levine-Brown et al. (2008), for example.

\textsuperscript{91} Data collection and analysis for the second follow-up reports will be conducted under a successor contract. A third contract would be required for the third follow-up study.
The first wave, starting at 15 months after random assignment, will focus on short-term impacts on service receipt, intermediate outcomes, and postsecondary educational attainment, as well as employment, income, debt, and income support program participation. This wave will cover all programs. The team lengthened the time to this first follow-up from 12 months (in the original study proposal) to 15 months given improved knowledge of the populations and programs PACE is studying. This time point captures the equivalent of a full academic, or program, year for each intervention with an additional three-month interval allowing for transitions to employment and continuing schooling. As such, it maps well to the academic and program calendars of a number of PACE interventions. Examples include the one-year Year Up program, programs where participants are attending schools operating on a traditional academic calendar (e.g., I-BEST, Madison Area Technical College, VIDA), and the roughly one-- to two-year period spanned by Instituto’s Carreras En Salud’s series of bridge programs. Based on these considerations and an interest in coordination with the HPOG Impact Study, ACF decided that the first follow-up survey would start at 15 months (with the goal of obtaining interviews as soon as possible after this milestone).

The second follow-up survey will capture more substantial progress towards major postsecondary credentials such as an associate’s degree and transfer to a four-year institution, as well as more definitive evidence on career track employment and earnings. The 60-month follow-up will provide a fuller portrait of developing career pathways (allowing us to document longer-term education and employment trajectories), as well as impacts on more general domains of adult and child well-being.

### 4.2.2 Content

Each survey wave will focus on domains in the theory of change for career pathways most likely to be influenced at different follow-up intervals. The first follow-up survey concentrates on education and training experiences, service receipt, and intermediate outcomes, with some coverage of employment, income, and debt. Emphasis in the 36- and 60-month surveys will shift to educational attainment, details of employment experiences (e.g., job histories), income and assets, and adult and (particularly at 60 months) child well-being. There will be some coverage of intermediate outcomes, but only minimal detail on service receipt.

As noted above, the PACE and HPOG teams are coordinating the timing of the first follow-up survey (starting call attempts 15 months after random assignment and allowing at least 6 months of effort to maximize response rates). In addition, the PACE and HPOG surveys also share the core module related to education and training service receipt (although, due to a need to keep the HPOG survey within 36 minutes, it contains a subset of the PACE questions).

For several outcomes, there will be some degree of overlap between measures obtained in follow-up surveys and administrative data. As discussed in subsequent sections, in all cases, the overlap will be relatively small, and data obtained via survey and administrative records will differ in important respects. Where there is overlap, the team will compare estimates to understand better the sensitivity of impact estimates to measurement strategies.
4.2.3 Administration

The team will use a mixed-mode approach, with an initial telephone interview stage followed by in-person interviews for those not reached by telephone. The team will design the survey field procedures to generate an 80-percent response rate in each program.

Ensuring a high response rate will require use of contact information collected at baseline, ongoing tracking using a variety of resources, advance communications, and compensation for time. In addition, the survey team will track response rates separately for treatment and control groups.

Professional telephone interviewers from Abt SRBI (Abt’s survey affiliate) will administer the first stage of interviews by telephone using Computer Assisted Telephone Interviewing (CATI) software. The software maximizes data quality by enforcing question skip logic and by checking data items as they are entered to make sure they are in appropriate ranges and are consistent with previous responses.

In the second stage, the team will attempt to interview first-stage nonrespondents using field staff. Field locators will find sample members through efforts such as talking to neighbors, relatives, postal employees, and others. When a locator finds a sample member, he or she will administer the survey using Computer Assisted Personal Interviewing (CAPI) software.

4.3 Data from Administrative Systems

This section describes plans to collect data from three types of administrative systems: information PACE programs gather to track participation and outcomes, databases colleges maintain to record transcript and other school-related outcomes, and databases containing wage records employers report to state Unemployment Insurance offices. For each of these systems, this section describes the kinds of measures available, primary uses of such measures in PACE analyses, strengths and weaknesses of these measures, and likely data collection approaches.

4.3.1 PACE Program Data

Each PACE program collects and maintains records on participants’ characteristics, service receipt and education and training outcomes. Such data generally will be available only for treatment group members, as these are the individuals with whom programs mainly interact and monitor after random assignment. However, some program providers, particularly I-BEST colleges, Des Moines Area Community College, Madison Area Technical College and Pima Community College, also may provide other (standard) services to control group members. The team will collect control group data to the extent possible from these programs. For some programs, particularly those funded by HPOG, there will be minimal control group records because the HPOG management information system, the Performance

---

92 All programs collect data from basic academic skills assessments administered to some or all participants in both groups at intake. Thereafter, PACE community college programs may collect some data on control group members attending the wider institution but not the PACE program.
Reporting System (PRS), collects information only for the treatment group.\textsuperscript{93} Exhibit 4.3 depicts data collected from programs.

**Exhibit 4.3: Program Records Data**

<table>
<thead>
<tr>
<th>Educational Background</th>
<th>Des Moines Area Community College</th>
<th>BEST Community Colleges</th>
<th>Instituto del Progreso Latino</th>
<th>Madison Area Technical College</th>
<th>Pima Community College</th>
<th>San Diego Workforce Partnership</th>
<th>Workforce Development Council of Seattle-King County</th>
<th>VIDA</th>
<th>Year Up</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>High School</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Date awarded high school diploma</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Date earned GED</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Previous College Enrollment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Semester/term enrolled</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Name of course</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Credit or non-credit course</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Major or program of study</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Credits earned</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Course grade</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Credential or degree awarded</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Core Basic and Occupational Skills Curriculum</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Term Information</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Major or program of study</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Credits attempted</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Credits completed</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>GPA</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Course Information</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Course term</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Name of course</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

\textsuperscript{93} See below for further discussion of the PRS.
The main uses of program data in the PACE evaluation will be in implementation study analyses focused on patterns of service receipt and program completion. As described in Chapter 2, an important subset of such analyses will document rates at which participants complete and progress through successive career pathways steps. Career pathways flow analyses require program records on entries and exits from training and employment (potentially supplemented by data from other sources). Finally, as described in Chapter 3, program data on service utilization also are needed to estimate unit costs for the cost-benefit study.

The specific participant characteristics, services, and outcomes recorded by each PACE program reflect differences in program designs as well as in monitoring processes and procedures. For example, most programs provide some form of counseling or guidance, but the frequency, nature, and aspects of interactions with participants that programs deem important to record will vary. Programs variously offer services such as special tutoring, financial assistance, and in-kind assistance with transportation and child care. Programs also vary in what is recorded and how. Some services, such as counseling, are recorded in some sites (e.g., VIDA) but not in most others. For services involving monetary transfers (e.g., payments for tuition or other direct costs of education), there is generally an electronic record of the transaction. However, for services available on a walk-in (e.g., tutoring) or drop-off (e.g., child care) basis, there may only be a sign-in sheet recording who used the service.
Data Use Agreements (DUAs) with each program document what is measured, how information is obtained, and how data are organized and stored. To ensure an accurate understanding of the program records, PACE staff continue to have ongoing discussions with program staff on data and data sources, including collecting and analyzing test extracts from each key data source.

As to storage, there is considerable variation in the degree to which pertinent data are maintained in centralized locations, as well as how information is recorded. For example, in community college-based sites, there is generally one system for tracking services specific to program participants and multiple databases covering transcripts and academic and support services available to the general student population. Programs often keep some records in paper files and others in spreadsheets maintained by individual counselors and other staff. For the three PACE programs funded by HPOG, the PRS, established for monitoring outcomes in the HPOG evaluation, will be a key data source. The PRS records participant intake, enrollment, services received, training and education, and employment and related outcomes. The PRS records some baseline data on participants on first enrollment into the program, and staff enter information on subsequent services and outcomes at regular intervals thereafter.

4.3.2 Data from College Record Systems

All PACE programs aim to increase college attainment, mostly through for-credit certificate and degree programs and, in some cases, non-credit programs offered at community colleges or proprietary schools. Data from college records offer one potentially attractive way to measure these and related outcomes (e.g., enrollment and credits earned) for estimating impacts on college attainment. As discussed in the last section and Chapter 2, college records on services and outcomes also may provide useful data on treatment group members’ program experiences for the implementation study. This section outlines the team’s approach to collecting college records and explains how they will complement data on training from PACE follow-up surveys.

Basics of College Records Data

College records systems typically track enrollment, courses taken, credits and grades earned, and certificates and degrees awarded. Colleges also keep records on hours and outcomes for non-credit courses, financial aid eligibility and receipt, and use of student services. These various types of records may be in databases maintained by different college departments—the degree of system integration and provisions for central linkage and extract creation vary by institution. In addition to individual colleges, many state agencies created student record databases containing information from multiple colleges in the state. As explained below, the coverage, content, and access to these data vary by state. A third important source of college records data is the National Student Clearinghouse (NSC). The NSC database contains a very limited number of basic data items—registration status at specific institutions and major degrees received—but has the substantial strength of covering nearly all students at the vast majority of public and private colleges nationwide.

94 VIDA and Year Up are providing data under the auspices of its subcontract with Abt and elected to not sign a DUA.
Relative to other data sources (e.g., surveys), college records data potentially offer a higher degree of coverage and can provide measures for a larger percentage of the research sample. They are also not subject to follow-up failure. Since college record systems generally maintain historical records on each student’s progress, they may help to augment PACE baseline characteristics data, as well as measure outcomes prospectively. Thus, where available, records data can provide a way to measure detailed outcomes not measured in the survey.

**Sources of College Records Data**

There are two potential sources of college records data: the NSC and state or local agencies that gather and centralize student records from institutions of higher education within the state or specified geographic area.

The primary source of college records will be the NSC which is available for all programs. Access to NSC data is open to the public for a modest fee, and PACE has obtained an agreement from NSC to use the data. The NSC’s coverage is its substantial strength, whereas the minimal information it contains on college experiences is its main limitation. These data cover all states and the vast majority of college enrollments at public (93 percent) and private nonprofit (87 percent) institutions. Coverage of enrollments at private for-profit institutions is substantially lower (53 percent), suggesting a need for careful assessment and potential adjustments for undercoverage if feasible.

For each student in its system, the NSC records periods of enrollment, full/part-time status, schools attended, and degrees granted. Because college enrollment and degrees are important PACE outcomes, the NSC will be a useful source of data for impact analyses. Known gaps in coverage of completions again suggest a need for careful evaluation and adjustment.95

For most sites, PACE will not use data from individual colleges, because the programs are not sufficiently isolated to be sure that differences in coverage across the treatment and control groups are minimal. However, there are several programs in which other options may be available. For example, the team obtained permission to access California’s system of college records (for San Diego Workforce Partnership and Year Up Bay Area) and is pursuing access to the four colleges in the lower Rio Grande Valley to which and control groups have access (for VIDA).

**Summary**

The plan outlined here provides minimal college records data for all sites (from the NSC) and varying additional data for a subset of sites. Although it would be ideal to have consistent and detailed information for all programs, the broader plan to conduct separate analyses for each program does not require analysis of exactly the same outcomes.

---

95 NSC has engaged a growing number of schools in its “Degree Verify” program which covers nearly all major degree completions in participating schools. Rates for these schools may provide the basis for adjusting completion rates estimated in non-Degree Verify schools.
4.3.3 Wage Records from the Unemployment Insurance (UI) Reporting System

Wage records employers report quarterly to state UI agencies (accessed through the NDNH) will be the main source of data for estimating impacts on employment and earnings in PACE. The chief virtues of these data, compared with survey-reported employment and earnings, are that they are not subject to nonresponse. They are collected in a fairly uniform way across states and on a continuous basis over time. More than 90 percent of all workers work for employers who are subject to state UI taxes and by law must report earnings in support of tax collection. The main disadvantage of UI data is that information is limited to quarterly earnings (as opposed to hourly). Thus, although the team can measure whether sample members had any employment (non-zero earnings) and their average total earnings in a calendar quarter, UI data will not indicate much more than that. For detail on hours, wages, benefits, and occupation, the project will rely on the follow-up surveys. Because such detail is essential in documenting occupational trajectories in career pathways, the team plans to supplement UI earnings data with information on hours, wages, and occupation from follow-up surveys.

Collecting UI Data via the National Directory of New Hires (NDNH)

PACE will collect UI data from the NDNH maintained by ACF’s Office of Child Support Enforcement (OCSE). The NDNH is a national database covering all 50 states and the District of Columbia. In addition to affording much easier access to state data, its national coverage ensures that information for sample members moving out of state will be captured in the database, whereas in previous evaluations that relied on UI data from particular states that information was unavailable. Finally, the NDNH also includes all federal civilian and military employment.

Under the agreement with OCSE the team transmits periodic files including SSNs and other characteristics needed for impact analysis (the “pass-through file”) and the agency will match SSNs to its files. OCSE will return the pass-through file attaching wage records for the pertinent follow-up period. To protect the confidentiality of wage data, OCSE will strip the returned files of SSNs but leave identifiers for program, treatment-control status, and other characteristics needed for analysis, as well as a pseudo-identifier to permit matching with later waves of data.

Timing of Matches with NDNH

Since OCSE purges UI records in its main database two years after each calendar quarter of record, the team must transmit match information for PACE sample members immediately following random assignment in order to maximize data on earnings histories prior to random assignment. Such pre-program information provides important covariates for use in regression-adjusting impact estimates, comparing impacts for sample members with varying work histories, and generally describing earnings trajectories over time. Subsequently, OCSE will match the (increasing) PACE sample to its files on a quarterly basis, adding records for each new quarter to records for each sample member. Although the duration of the MOU is for three years, it is expected that a new agreement will be entered into at its expiration and that ultimately ten years of post-random assignment earnings records will be available for analysis.


4.4 Other Possible Data Sources

The core data sources described thus far will provide measures for many basic characteristics and outcomes needed for the PACE implementation and impact studies. In commissioning PACE, ACF charged the evaluation team with identifying additional measurement approaches that would add value to the study and help to chart innovative directions for measurement for use in PACE and future evaluations. This section describes the potential child outcome substudy.

PACE programs might affect children through their parents’ educational attainment, if such higher attainment results in better jobs and increased income. It is plausible that PACE participants will place higher value on education for themselves and their children as a result of their program experiences, will attain more education-related self-efficacy, and will use their higher incomes to prioritize educational resources to support their children. In a home environment that is more educationally supportive, children may place higher value on education and consequently experience more academic success. Alternatively, it is feasible that parents who initially devote more time to education and subsequently obtain better jobs as a result of participation in PACE programs may be at home less often, resulting in less supervision for their adolescent children. It may also cause a shifting of responsibilities for younger siblings to adolescent children in the household and ultimately may result in negative and risk-taking behaviors in the older children.

Although these are plausible theoretical hypotheses, and the experimental research on the effects of various state welfare reforms on children provide empirical support for some of them, to be adequately powered tests, they depend on identifying sufficiently large subsamples of treatment and control group members’ children in various age groups. Because the PACE samples were not designed for this purpose, many sample members do not have minor children, and for those that do, typically they are spread across all age groups under 18. As a result, analyses of child outcomes are likely to have very low power. Thus, in addition to measurement of child outcomes at the second follow-up, the team plans to include questions about parenting practices which apply to larger groupings of children than would support direct measurement of children.

---

96 The one exception is Year Up which, because only 18-24 year olds are eligible for it, may have a concentration of younger children.

97 The welfare reform studies referenced above suggest there is strong heterogeneity of effects across different age groupings of children.
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Appendix A: Analysis of Mediation in PACE using Acyclic Graphs

Many of the mediators and outcomes will be binary instead of continuous variables with roughly normal distributions. This, of course, requires additional complexities and refinements to the analysis plans. The variances of the residual errors will no longer be constant since the variance of a binary variable depends on its mean. The econometric framework used in equation systems (3.4) through (3.7) in Chapter 3 to estimate the direct and indirect effects no longer works to even define what is meant by the terms “direct effect” and “indirect effect via ….” For systems of variables that are not normally distributed and do not have linear relationships to each other, “directed acyclic graphs”98 such as the one shown below can help the team think about definitions of direct and indirect effects and how to estimate them.

Imagine that a treatment works by initiating changes down several separate pathways from randomization to primary outcome and that it were somehow possible to artificially block all but one of the pathways while allowing changes to roll down the single open pathway in exactly the same way that they would in the absence of blocking all the other pathways. Each pathway represents a mediator. In this hypothetical world, changes in the unblocked mediator would still ripple through the system, changing successor variables and ultimately the primary outcome. Any change caused to the primary outcome in this hypothetical world would be defined as the indirect effect of treatment via the (unblocked) mediator. One can do this for each mediator in the system. Finally, any residual changes in the primary outcome that are not mediated by other variables represent the direct effect of treatment.

To illustrate this more concretely, consider the career pathways theory of change in Exhibit 1.2. This figure shows six classes of intermediate outcomes. Imagine that it was possible to block the effects of being admitted into a program on five of these six: foundational academic skills, occupational skills, career orientation and knowledge, resource constraints, other personal and family challenges, and any unnamed intermediate outcomes. This would leave only changes to psychosocial factors unblocked. If there were still effects of treatment (in this hypothetical world) on primary outcomes such as performance and persistence in training, performance and advancement in jobs, income and assets, and child and adult well-being, then these effects would be indirect effects of the local PACE program via psychosocial factors.

These intuitive concepts can be written out more formally in a potential outcomes framework.99 Following the notation in both Imai, Tingley and Yamamoto (2010) and Imai, Keele, and Tingley (2010),

---

98 A directed acyclic graph is one with directed paths between nodes such that none of the paths have arrows at both ends and it is impossible following the directed pathways to return to any node once having left it. For an introduction to these graphs, see Pearl (2000).

99 The concept of potential outcomes was developed by Jerzy Neyman in the early 1920s and is central to Rubin’s Causal Model. See Holland (1986).
let $M_i(1)$ be the value of the mediator if the student is assigned to treatment and $M_i(0)$ be the value of the same mediator if the student is assigned to control. Obviously, only one of these will be observed for each student; the other one is counterfactual. Prior to random assignment, they are both potential outcomes of treatment. Further, let:

- $Y_i(1, M(1))$ be the value of the primary outcome if the student is assigned to treatment and there is no blocking of any pathways;
- $Y_i(1, M(0))$ be the value of the primary outcome if the student is assigned to treatment but natural treatment-induced change to the mediator is blocked (while other natural treatment-induced changes are allowed to occur);
- $Y_i(0, M(1))$ be the value of the primary outcome if the student is assigned to treatment but all treatment-induced changes other than those that occur through the mediator are blocked; and
- $Y_i(0, M(0))$ be the value of the primary outcome if the student is assigned to control.

Continuing, the total effect of the intervention is then formally defined as

$$
\tau = \frac{1}{n} \sum_i \left[ Y_i(1, M(1)) - Y_i(0, M(0)) \right]
$$

(A.1)

the direct effect of treatment is

$$
\zeta(0) = \frac{1}{n} \sum_i \left[ Y_i(1, M(0)) - Y_i(0, M(0)) \right]
$$

(A.2)

and the indirect effect of treatment mediated by $M$ is

$$
\delta(1) = \frac{1}{n} \sum_i \left[ Y_i(1, M(1)) - Y_i(1, M(0)) \right]
$$

(A.3)

The symbols are the same and have the same meaning as in the named papers by Imai and his coauthors, but the interpretation is given in terms of Pearl’s language about path blocking.
In the language of directed acyclic graphs (blocked and unblocked pathways), the direct effect of treatment, $\bar{\zeta}(0)$, is the difference between the population average outcome under treatment if change to the mediator is blocked and the population average outcome under control conditions, while the indirect effect of treatment mediated by $M$, $\bar{\delta}(1)$, is the difference between the population average outcome under treatment with the population average outcome under treatment if change to the mediator is blocked. With these definitions, it is easy to see that $\bar{\tau} = \bar{\zeta}(0) + \bar{\delta}(1)$, so that the sum of direct and indirect effects is equal to the total effect.\(^{101}\)

Estimating direct and indirect effects in this context (where linear models are inadequate to represent the relationships among the variables) requires some additional complexity over the methods discussed in Chapter 3. Instead of forming products of selected coefficients from a system of linear regressions, counterfactual simulations are drawn from a system of more general models and then appropriately combined. This process is illustrated with the same example as from the Chapter 3 where there is one binary baseline covariate ($X$), two program inputs ($D_1$ and $D_2$), two intermediate outcomes ($W_1$ and $W_2$), and one primary outcome ($Y$).

The figure below shows a directed acyclic graph of the system. The solid lines reflect causal relationships between conditions where the originating node can be manipulated (either directly or indirectly) and the destination node is a malleable outcome (intermediate or primary). The dashed lines represent fixed relationships between baseline covariates and outcomes. Both sets of relationships can be estimated, but the focus here is on the solid lines. As mentioned earlier, the effort to measure these is sometimes referred to figuratively as “getting inside the black box.” In this case, the black box consists of the program components, intermediate outcomes, the relationships between them, and their relationships to the primary outcome.

---

\(^{101}\) Pearl prefers to work with $\bar{\delta}(0) = \frac{1}{n} \sum_i (Y_i(0, M(1)) - Y_i(0, M(0)))$ and refers to it as the “natural indirect effect,” while Imai and his coauthors prefer to work with $\bar{\delta} = (\bar{\delta}(0) + \bar{\delta}(1))/2$ and to call it the “average causal mediation effect.” If there is no interaction between treatment and the mediator, then $\bar{\delta}(0) = \bar{\delta}(1)$ and there are no differences between A.3 and these other two definitions. If, however, there is interaction—that is, the effect of the mediator on the primary outcome is different under treatment conditions than under control conditions—then the three definitions are different. The team prefers the stated approach because it forces the direct and indirect effects to sum to the total effect (unlike with Pearl’s definition), and because we are not really interested in the effect of mediators under control conditions, so that there is no benefit of averaging $\bar{\delta}(0)$ in with $\bar{\delta}(1)$ as Imai and his coauthors do.
Figure: Illustrative directed acyclic graph with baseline covariates on the far left, treatment on the left, two program inputs slightly to the right, two intermediate outcomes further to the right, and the primary outcome on the far right.

The estimation process starts with fitting appropriate models for each mediator and outcome:

\[
\begin{align*}
D_{1i} &= \Phi_{D1} (X_i, T_i) \\
D_{2i} &= \Phi_{D2} (X_i, T_i) \\
W_{1i} &= \Phi_{W1} (X_i, T, D_{1i}, D_{2i}) \\
W_{2i} &= \Phi_{W2} (X_i, T, D_{1i}, D_{2i}) \\
Y_i &= \Phi_Y (X_i, T, D_{1i}, D_{2i}, W_{1i}, W_{2i})
\end{align*}
\]  

(A.4)

These models can be nonlinear and include interaction terms among their inputs. Once these models have been fit, they can be used to simulate values for the five variables for any possible values of their inputs without regard to what they were actually assigned or observed to experience. This is how the team will estimate counterfactual conditions where some paths are blocked. For example, if the team generates a stream of Monte Carlo values for \( D_1 \) using \( \hat{\Phi}_{D1} \) with \( T=0 \), the team obtains a set of values for this program input that are consistent with what would have occurred under control conditions; i.e., blocking the path \( T \to D_1 \). These can then be fed into \( \hat{\Phi}_{W1} \) and \( \hat{\Phi}_{W2} \) to get simulated values of \( W_i \).
and $W_2$, respectively, under the hypothetical condition that treatment had no effect on the first program input. These, in turn, could be fed into $\hat{\Phi}_Y$ to get simulated values of $Y$ under the same conditions. If the team also blocked $T \rightarrow Y$ in conjunction with the simulated values of $W_1$ and $W_2$ based on blocked $T \rightarrow D_1$, then it will obtain simulated values of $Y$ that reveal the indirect effect of treatment via $D_2$ when compared with a stream of simulated values of $Y$ based on blocking all paths out from $T$.

With a total of 13 solid paths in Figure A.1 that can be either blocked or not blocked, it is possible to generate $2^{13} = 8,192$ distinct streams of simulated values for $Y$ corresponding to different patterns of joint and partial mediation by the program inputs and intermediate values. Based on the program’s theory of change, the team will only explore a few of these. If there is moderated mediation, the team can estimate this by simply tabulating the various simulated values of $Y$ on subgroups defined by baseline covariates. This allows the team to directly address the important question of “what works for whom?”

As in the simpler approaches described in Chapter 3, strong assumptions are still required although they are weaker than those required for the simpler approaches. The assumptions basically require that each solid path in the causal graph be unconfounded. This means that other than those joint causes identified in the graph, there can be no joint causes of any pair of variables that are linked by a direct solid path. As in the simpler approaches, this assumption would be violated for example if there were any unmeasured baseline covariates that were joint causes of $Y$ and any of the mediators. As is discussed in Chapter 3 with regard to linear models, this assumption would also be violated if there were any post-randomization events that both triggered any of the program inputs and had distinct effects on $Y$. 